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ABSTRACT
In this paper, we tackle the network coding-based oppor-
tunistic routing problem for multicast. We present the fac-
tors that affect the performance of the multicast protocols.
Then, we formulate the problem as an optimization problem.
Using the duality approach, we show that a distributed so-
lution can be used to achieve the optimal solution. The dis-
tributed solution consists of two phases. In the first phase,
the most reliable broadcasting tree is formed based on the
ETX metric. In the second phase, a credit assignment algo-
rithm is run at each node to determine the number of coded
packets that the node has to send. The distributed algo-
rithm adapts to the changes in the channel conditions and
does not require explicit knowledge of the properties of the
network. To reduce the number of feedback messages, and
to resolve the problem of delayed feedback, we also perform
network coding on the feedback messages. We evaluate our
algorithm using simulations which show that in some realis-
tic cases the throughput achieved by our algorithm can be
double or triple that of the state-of-the-art.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless Com-
munications

General Terms
Algorithm, Performance

Keywords
Network coding, opportunistic routing, multicast, distributed
algorithms, coded-feedback

1. INTRODUCTION
Multicasting is an important operation in wireless multi-

hop networks. Its applications range from software updates
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to video/audio file downloads. Designing an efficient and re-
liable multicasting protocol for wireless multihop networks is
not a straightforward extension from the protocols designed
for wireline networks. This is due to the unique features
of wireless multihop networks. These features are the lossy
behavior, the diversity of the links, the broadcast nature of
the links, and the correlations among the links.

Opportunistic routing [1] has been proposed as a way to
exploit the unique features of wireless multihop networks.
In opportunistic routing, there is no specific next-hop node.
Therefore, any node that receives the packets can forward
it. To avoid duplication, the receivers of a specific trans-
mission need to coordinate to specify which one of them has
to forward the packet that has been received by more than
one receiver. This requires the design of a specific MAC
protocol. Another shortcoming of opportunistic routing is
the difficulty of the extension to the multicast case as stated
in [2].

Using intrasession network coding [2], the shortcomings
of opportunistic routing can be eliminated. In intrasession
network coding, the source node divides the message it wants
to send into batches, each having K packets of the form
P1, . . . , PK . The source node keeps sending coded packets
of the form

∑K

i=1 γiPi, where γi,∀i is a random coefficient
chosen over a finite field of large enough size, typically 28–
216. Upon receiving a coded packet, the intermediate relay
node checks to see if the coded packet is linearly independent
to what it has received before. If so, it keeps the coded
packet, otherwise it drops the packet. When the destination
receives K linearly independent packets, this means that
it can decode all of the packets of the batch. Therefore, it
sends a feedback to the source, using the traditional shortest
path, that says: stop sending from this batch and move
to the next one. The advantage of using network coding
is that the destination node does not need to receive the
specific K original packets, but can receive any K linearly
independent ones. This resolves the problem of designing a
new MAC protocol because we do not insist on receiving a
specific packet. Network coding-based opportunistic routing
can also be generalized to the multicast case as network
coding enhances the achievable throughput for the multicast
case with low complexity and in a distributed way, even for
wireline networks [3–5].

Despite the attractiveness of using intrasession network
coding-based opportunistic routing for the multicast case in
wireless networks, most of the works in the literature focus
on the unicast case [6–10]. The major challenge that the
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Figure 1: Examples of multicast wireless networks.
The second figure is formed by removing the link
from v1 to d3, which changes the optimal solution.

implementation of intrasession network coding-based oppor-
tunistic routing for multicast faces is to specify the number
of packets that each node has to send. The work in [2, 11]
resolves this problem by using an estimation based on the
link loss rates. While this approach shows improvement over
the non-coded approach, the estimation performed by this
approach does not take into account all of the factors that
affect the optimal solution. Also, it does not adapt to the
changes in the channel conditions.

Obviously, the loss rates of the links are a major factor in
deciding the optimal solution. However, there are other fac-
tors that affect the optimal solution. To illustrate the other
factors, take Fig. 1(a) as an example. In the figure, source
s is the source that multicasts its packets to the destination
nodes {d1, d2, d3}. Node s should send enough packets so
that the next-hop nodes have, collectively, a full rank ma-
trix. Assume that the batch size is 6, and the loss rate of
both of the output links of s is 0.5. If the two output links
are correlated, i.e., they are on at the same time and off
at the same time, then we need 12 transmissions to ensure
that the next-hop nodes collectively achieve full rank. On
the other hand, if the two links are independent, we need
8 transmissions; and we only need 6 transmissions, if the
links are uncorrelated. Fig. 2 represents the three cases.
While most of the work on opportunistic routing and net-
work coding in wireless networks assume independent links,
a recent study [12] has shown that the correlation among
the links can be arbitrary and dynamically changing over
time. Therefore, it is important to formulate and solve the
problem under arbitrary correlations among the links.

In addition to the loss rate and the correlations among
the links, the reachability of the nodes plays a major role
in specifying the number of packets a node has to send.
Fig. 1(b) represents the same network in Fig. 1(a) but after
removing the link between nodes v1 and d3. In this case,
node v2 has to receive vectors from s that can achieve full
rank as there is no other path to d3 without going through
this node. Therefore, we need 12 transmission regardless of
the correlations among the links.

In this paper, we show that these three factors - the loss
rate, the correlation among the links, and the reachability
of the node - can be used to design optimal network coding-
based opportunistic routing multicast in wireless multihop
networks. Our contribution lies in the following:

• We formulate the optimal network coding-based op-
portunistic routing for multicast as an optimization
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Figure 2: Illustration of the channel activation sce-
narios that insure that v1 and v2 collectively achieve
full rank under different correlation conditions be-
tween the channels.

problem. We use a wireless to wireline mapping mech-
anism to show that our formulation achieves the max-
imum possible rate with intrasession network coding.

• We develop a fully distributed algorithm for the prob-
lem such that each node only needs local information.
The distributed algorithm consists of two phases: reli-
able multicast tree construction and distributed credit
assignment. The distributed algorithm adapts to the
changes in the channel conditions and converges to the
optimal solution. Also, it does not need an explicit
knowledge of the channel conditions or the correlation
among the links.

• We integrate our algorithm with the coded feedback
approach to reduce the number of feedback messages
and eliminate the assumption of immediate feedback.

• Using simulations we compare our results to the state
of the art opportunistic routing protocol for multicast
,MORE [2], and show the effectiveness of our protocol
in maximizing the throughput.

The rest of the paper is organized as follows. In Section 2
we present our settings followed by the mapping of wireline
to wireless networks in Section 3. We present the formu-
lation of the problem in Section 4 and derive a distributed
algorithm based on the formulation in Section 5. The inte-
gration of the coded-feedback approach with our algorithm
is presented in Section 6. We evaluate our algorithm by us-
ing simulations in Section 7, and we conclude the paper in
Section 8.

2. SETTINGS
In this paper, we consider a network that is represented by

a set of nodes V . The links between the nodes are lossy and
time varying. A transmission by a node can be received by
any subset of next-hop nodes. We represent this by a hyper-
edge (u, J), where u is the node that performs the transmis-
sion and J is a subset of the set of next-hop nodes. Unlike



previous work, the correlation among individual links of a
given hyperedge is arbitrary, and we don’t need to measure
it as has been done in [12]. There are N multicast sessions in
the network, each with a source si, a set of destination nodes
Di, a rate Ri, and a utility function Ui(Ri), ∀i ∈ {1, . . . , N}.
Like most of the opportunistic routing protocols [2, 6, 8, 10],
we are interested in the transmission of large files. There-
fore, the throughput is the most important factor, and the
individual packet delays are of lower importance. Also, the
transmission scheme has to be reliable such that every packet
sent by the source of the session has to be received by all
of the destinations of that session, regardless of the network
bandwidth to that receiver. This means that the same rate
Ri has to be supported by all of the destinations of session i.
Since we are using intrasession network coding, one impor-
tant factor to determine is the rate of linearly independent
packets that a node has to successfully deliver to next-hop
nodes. To model this factor, we use the concept of credits
similar to [2, 9]. Symbol Xi

uv is used to represent the rate
of credits for session i that node u gives to node v, which
represents the total number of linearly independent packets
that node v has to forward to next-hop nodes (out of the
packets it has received from node u). Therefore, the total
rate of credits for session i at node u would be

∑

v∈V
Xi

vu,
and these credits will be distributed to next-hop nodes. We
also use αi

u to represent the fraction of time that node u
is scheduled to send the packets of session i. Symbol RuJ

represents the rate of packets that are sent by node u and
are received by any of the nodes in J . Since our solution is
based on building multicast trees, we use T (i) to represent
the multicast tree for the i-th multicast session. For any
node u ∈ T (i), we use RC(u, i) to represent the descendent
destination nodes for node u on T(i). Therefore, if the des-
tination node d ∈ DC(u, i), then ∃ a path from u to d on
T (i). We also use I(u, i) (O(i, u)) to represent the direct
parents (children) of node u on tree T (i). Also, for a set of
nodes J , another node d ∈ RC(J, i), if d ∈ RC(v, i), ∀v ∈ J .

3. WIRELESS NETWORKS AND THEIR WIRE-
LINE COUNTERPART

For wireline networks, and for a single multicast session, it
has been shown in [3] that the maximummulticast rate is the
minimum of the min-cut max-flow between the source and
each destination. For multiple multicast sessions in wireline
networks, intrasession network coding -where coding is per-
formed on the packets of every session separately- is used to
share the bandwidth of the network [13, 14]. Therefore, the
optimal algorithm in wireline networks has to achieve the
minimum of the min-cut max-flow value between the source
and each destination for the single source multicast prob-
lem. Also, the same optimal algorithm can use intrasession
network coding to share the resources of the network in the
case of multiple multicast sessions. This is due to the dif-
ficulty of using intersession network coding [15, 16], which
codes packets of different flows together.

Due to the broadcast nature of wireless links and the cor-
relations among the links, how we can find the min-cut max-
flow between two nodes is not clear. In this section, we
perform mapping from any wireless network with any chan-
nel conditions to its corresponding wireline network, such
that the capacity properties of the wireless network are pre-
served. A similar conversion has been done in [17, 18] for
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Figure 3: Wireless to wireline mapping with differ-
ent correlations among the channels. The big circles
represent the original nodes and the small ones rep-
resent the added auxiliary nodes.

lossless wireless links. The mapping can be done on each
broadcast link by introducing an auxiliary node for each set
of receivers in the broadcast link and then by connecting the
transmitter node of the broadcast link to each auxiliary node
with a separate directed link and the auxiliary node to the
set of receivers it represents with directed links. The weight
assigned to each link that uses a given auxiliary node can
be computed as the transmission bandwidth of the source
node of the broadcast link times the probability that all of
the outgoing nodes of the auxiliary node exclusively overhear
a given transmission. Fig. 3 represents this mapping with
different correlations among the broadcast links.

In Fig. 3(b), we assume that the two links of the broad-
cast channel in Fig. 3(a) are independent. Therefore, the
probability that only v1 (v2) overhears a transmission would
be ps,v1 × (1 − ps,v2) (ps,v2 × (1− ps,v1)), where puv is the
delivery rate from node u to v. Similarly, the probability
that both of v1 and v2 overhear a transmission would be
ps,v1 × ps,v2 . Assuming the fraction of time where node s

is scheduled equals one justifies the weights assigned to the
links on Fig. 3(b). In Figs. 3(c) and 3(d), the channels are
correlated and uncorrelated, respectively, which justifies the
weights assigned to the channels in these Figs.

Note that this mapping allows us to make an equivalent
wireline network model for any wireless network with arbi-
trary characteristics. For example, if we assume that the
nodes in Fig. 1(a) use orthogonal channels, which means
that the nodes can be scheduled for an arbitrary fraction of
the time, the min-cut max-flow from s to each of the des-
tinations will be 0.75, 0.5, and 1, respectively, if the links
are independent, correlated, and uncorrelated, respectively.
The mapping can also handle the case where the nodes are
scheduled for limited amount of time due to interference by
multiplying the weight of every link by the fraction of time
that the sender node of that link is scheduled. Note also that
our algorithm does not require us to do the mapping. We
use the mapping only to show that our algorithm achieves
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Figure 4: An example of a multicast wireless net-
work formed by removing links from the networks
in Fig.s 1(a) and 1(b).

the min-cut max-flow bound of a wireline network that is
equivalent to our wireless network.

4. PROBLEM FORMULATION
Our problem can be formulated as follows.
Maximize:

N
∑

i=1

(U(Ri))

Subject to:

∑

v:v∈I(u,i)

X
i
vu −

∑

v:v∈O(u,i)
d∈RC(v,i)

X
i
uv ≤

{

−Ri u = si

0 else

∀i,∀u ∈ T (i)\Di, d ∈ Di, d ∈ RC(u, i) (1)
∑

v:v∈J
d∈RC(J,i)

X
i
uv ≤ α

i
uRuJ

∀i,∀(u, J),∀d ∈ Di, d ∈ RC(u, i) (2)

We assume that the utility function Ui(Ri) is non-decreasing
and strictly concave. If the utility function is chosen prop-
erly, maximizing the objective function will achieve different
kinds of fairness among the sessions [19]. Examples of U(Ri)

would be wi log(1 +Ri) and wi
R

1−γ
i

1−γ
, where 0 ≤ γ ≤ 1, and

wi is the weight assigned for session i.
Here, αi

u depends on the underlying interference model.
Typically, it corresponds to the convex hull of all of the
achievable rates at all links [20]. Generally, the correspond-
ing optimal scheduling policy is NP-hard, and approxima-
tion algorithms are used. While it is easy to extend our
formulation and algorithm to include optimal scheduling,
we consider that scheduling is of secondary importance, and
we use IEEE 802.11 in the simulations. We do this to focus
on the network coding part and to have a fair comparison
with the other approaches that use IEEE 802.11.

The first set of constraints represents balance equations
so that at every node, and for every destination d, the total
number of received credits should be no less than the to-
tal number of credits assigned to next-hop nodes that can
reach destination d. For example, in Fig. 1(a), node s can
split the credits it has between nodes v1 and v2 because all
of {d1, d2, d3} are reachable from both v1 and v2. On the
other hand, in Fig. 1(b), node s can’t split the credits it has
between v1 and v2 because d3 is reachable by only v2, and
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Figure 5: Two examples of wireless networks and
their wireline counterpart. The dotted line between
two nodes means there exists a path between them.
a) Both d1 and d2 are reacheable from v1, v2, and v3.
b) The wireline counterpart of part (a) with the cut
C1 that is an upperbound on the number of credits
that can be forwarded to v1, v2, and v3. c) Both d1
is reacheable from v1, v2, and d2 is reacheable from
v3, v3. d) The wireline counterpart network of part
(c). Since not all of the d nodes can be reached by
all of the v nodes, we have two different constraints
on the maximum credits that can be sent to both
v1 and v2 and to both v2 and v3. These constraints
are represented by the two cuts C2 and C3 on the
mapped wireline netwwork.

v2 has to receive the same number of credits assigned to s
which is confirmed by the first set of constraints.

The second set of constraints represents the fact that if a
packet is received by more than one of the next-hop nodes,
such that all of these nodes can reach destination d, only
one of them can use this packet to increase its credits. For
example, in both Figs. 1(a) and 1(b), if the links of node s

are independent, and assuming that node s has sent m ran-
domly coded packets, then both v1 and v2 will receive 0.5m
linearly independent packets. Half of the received packets
by v1 are also received by v2 due to the independence of the
links. Therefore, the total credits assigned to both v1 and v2
can not exceed 0.75m because both v1 and v2 can reach both
d1 and d2. However, in Fig. 3, the total credits assigned for
both v1 and v2 can be m because there is no destination that
is reachable by both v1 and v2, which nullifies the effect of
the commonly received packets by both v1 and v2.

Lemma 1. Assuming the use of perfect scheduling for one
session, the achievable rate of the formulation in ( (1)-(2))
is the minimum of the min-cut max-flow from the source to



each of the destinations after converting the network to its
wireline counterpart.

Proof. It is easy to show that the first set of constraints
guarantees achieving the min-cut max-flow bound from the
source to the destinations for wireline networks. Therefore,
what remains to show is that the second set of constraints
is equivalent to mapping the wireless network to its wireline
counterpart described in the previous section.

For a given broadcast channel, the rank of the matrix, rep-
resented by the packets sent by the sender of the broadcast
channel and received by a subset of the receivers node of
this broadcast channel, is upper bounded by the probability
that any one of these nodes receives a given sent packet mul-
tiplied by the transmission rate of the sender node of that
broadcast channel. This is because, if a packet is received
by more than one of the receivers of the broadcast channel,
the rank of the matrix that represents all of the packets at
these nodes that received the transmitted packet can not be
increased by more than one. If all of these nodes can reach a
specific destination d1, then the total number of linearly in-
dependent packets that these receiver nodes can push to the
destination d1 can not exceed the rank of the matrix, which
limits the number of credits assigned to these nodes, i.e.,
for a packet that has been received by two nodes, only one
credit can be assigned to both of these two nodes. However,
if a group of these receiver nodes can reach destination d1
but not d2, and another group of these receivers nodes can
reach destination d2 but not d1, then, if a packet is received
by nodes in the two groups, the packet can increase the rank
of the matrix in both of these groups because the matrices
are destined to two different receivers. This means that the
packet that is received by the two groups can increase the
number of credits by two instead of one.

Note that the rank of the matrix at a group of receiver
nodes of a broadcast channel equals the max-flow from the
source of the broadcast channel to these receiver nodes on
the mapped wireline counterpart of the wireless broadcast
channel, as illustrated in Fig. 5. Therefore, the second con-
straint set is equivalent to mapping the wireless network to
its wireline counterpart.

InFigure, if a destination is reacheable by all of the nodes
in the set {v1, v2, v3}, then the cut in Fig. 5(b) represents an
upper bound on the maximum number of credits that can
be assigned to the nodes in the set {v1, v2, v3}. However,
when there is no destination node that is reachable by all
of the nodes in {v1, v2, v3}, we need to consider other cuts
as in Fig. 5(d), and these cuts are also represented by the
second constraints.

So far we have shown that any wireless network can be
mapped to a wireline counterpart such that both of them
have the same capacity characteristics. We have also shown
that for one source multicast, our formulation achieves the
min-cut max-flow bound on the mapped wireline counter-
part network, which is the maximum achievable rate.

Proposition 1. For multiple sessions, the achievable rates
of our formulation represent the optimal solution with in-
trasession network coding.

Proof. With intrasession network coding no coding is
permitted between different sessions. Therefore, if the max-
imum rate can be achieved for every session by Lemma 1,
then by using the time sharing variables αi

u, the optimal so-
lution with intrasession network coding can be achieved.

Note that the optimal multiple unicast sessions case [6–
10] can be obtained as a special case of our formulation.
This can be done by assigning every destination set to a
single node. Also, the tree can be replaced by a single or
multiple paths. Alternatively, we can use a back-pressure
algorithm [21] to jointly assign the credits and to find the
paths to the destination.

5. DISTRIBUTED ALGORITHM

5.1 Constructing Broadcast Trees
In this section, we provide a simple way for constructing

the broadcasting tree and setting up RC(u, i) for every node
u. Each node in the network computes the ETX metric [22]
to the destination nodes of every session. Also, every node
u initializes RC(u, i), ∀i to an empty set. For every session
i, the source node si sets RC(si, i) to Di. For every destina-
tion node in its RC(si, i), the source node selects each node
u that has a lower ETX metric value to that destination
than its own as a forwarder node and adds that destination
to RC(u, i). Every intermediate node u repeats the same
comparison process, but just for the destinations in its own
RC(u, i) instead of RC(si, i).

5.2 Structure of the Optimal Solution
After building the broadcast tree, the next step is to de-

velop a distributed algorithm that assigns credits to the
nodes along the tree, which we discuss in this Section.

Since the constraints are linear, we have a convex opti-
mization problem. Therefore, there is no duality gap, and
we can use the duality approach to solve the problem [23, 24].

Ignoring the scheduling constraints, we associate a La-
grange multiplier qiud with each constraint in (1) and another
one λi

(u,J)d with each constraint in (2). This results in the
following Lagrange function L(R,X,q, λ) that is equal to

N
∑

i=1

Ui(Ri)−
∑

i,u

(
∑

d:d∈Di
d∈RC(u,i)

q
i
ud(

∑

v:v∈I(u,i)

X
i
vu −

∑

v:v∈O(u,i)
d∈RC(v,i)

X
i
uv))

−
∑

i,(u,j)

∑

d:d∈Di
d∈RC(u,i)

λ
i
(u,j)d[(

∑

v:v∈J
d∈RC(J,i)

X
i
uv)− α

i
uRu,J ]

With simple changes of variables, the Lagrange function
becomes

N
∑

i=1

[Ui(Ri)−
∑

d:d∈Di

q
i
sid

Ri]

+
∑

u,i

∑

v

(
∑

d:d∈Di
d∈RC(u,i)

(qiud −
∑

J:v∈J
d:d∈RC(J,i)

(λi
(u,J)d))

−
∑

d:d∈Di
d∈RC(v,i)

q
i
vd)X

i
uv +

∑

i,(u,J)

∑

d:d∈Di
d∈RC(u,i)

λ
i
(u,J)dR(u,J)

The Lagrange function is separable [24], which means that
the problem can be solved in a distributed way by using the
gradient method as follows.



Source Algorithm: Each source si selects its rate at
each time slot as follows:

Ri(t) = argmax
Ri

[U(Ri)−
∑

d:d∈Di

q
i
sid

(t)Ri] (3)

Intermediate Node Algorithm: Each intermediate node
u selects the number of credits for session i to transfer to all
of its next-hop nodes at each time slot as follows:

{Xi
uv(t)} =argmax

X

∑

v∈O(u,i)

(

∑

d:d∈Di
d∈RC(u,i)

(qiud(t)

−
∑

J:v∈J
d:d∈RC(J,i)

(λi
(u,J)d(t)))−

∑

d:d∈Di
d∈RC(v,i)

q
i
vd(t)

)

X
i
uv

(4)

Dual Variables Updates: The dual variables can be
updated in a distributed way as follows:

q
id
u (t+1) = [qiud(t)+β

i
ud(

∑

v:v∈I(u,i)

X
i
vu(t)−

∑

v:v∈O(u,i)
d∈RC(v,i)

X
i
uv(t))]

+
,

(5)

λ
i
(u,J)d(t+ 1) = [λi

(u,J)d(t) (6)

+ β
i
(u,J)d(

∑

v:v∈J
d∈RC(J,i)

X
i
uv(t)− α

i
u(t)RuJ(t))]

+
. (7)

Here, [.]+ is a projection on the positive real numbers, and
β is the step size.

Theorem 1. The algorithm converges to the optimal so-
lution of the problem.

Due to space limitations, we remove the proof.

6. INTEGRATING THE ALGORITHM WITH
THE CODED FEEDBACK APPROACH

6.1 Challenges
The algorithm represented by ((3)-(7)) converges to the

optimal solution, but it has the following shortcomings. Firstly,
the algorithm requires a large amount of feedback messages.
For example, if the batch size is 32, and the node which
has l next-hop forwarders sends 32 packets from the batch,
we need (32l) feedback messages. Secondly, the links are
lossy, which increases the number of required transmissions
for the feedback messages. Thirdly, the algorithm assumes
immediate hop-by-hop feedback which is not realistic due
to the scheduling problem in wireless networks. Finally, it
takes very long time to converge. Also, to converge, the
generation size should be very large. However, for practical
reasons, and in order to carry the coding coefficients, the
generation size should be small, typically 32. Despite these
shortcomings, the structure of the solution above inspires us
to design an efficient distributed algorithm for the problem.
We introduce our solutions to the above problems through
the use of the coded-feedback approach.

6.2 Integrating the Coded Feedback Approach
with the Algorithm

4X1 + 5X2 +X3

2X1 + 5X2 + 2X3

3X1 + 3X2 + 5X3

4X1 +X2 + 2X3

4X1 + 5X2 +X3

4X1 + 5X2 +X3

2X1 + 5X2 + 2X3

2X1 + 5X2 + 2X3

4X1 +X2 + 2X3

s

u

v

w

yu = [1 1 − 9]

yv = [5 − 6 10]

yw = [4 2 − 9]

(a) The transmission scenario

4X1 + 5X2 +X3

2X1 + 5X2 + 2X3

3X1 + 3X2 + 5X3

4X1 +X2 + 2X3

u vw

(b) The table created by
the algorithm

Figure 6: An example representing our coded feed-
back approach. An X in a cell means that the coded
packets representing the row has been received by
the node representing the column.

In this Section, we use the coded-feedback approach, which
has been proposed recently [10, 25, 26], to resolve the previ-
ously mentioned shortcomings of our basic algorithm. The
objective of the coded feedback approach is to perform net-
work coding on the feedback messages, such that the trans-
mitter node can learn about the linear space that each re-
ceiver node has received through the channel. The common
way of performing coded feedback is through the null space.
The null space of the matrix A is the linear space of vectors
such that the result of multiplying anyone of these vectors
by A equals zero. For example, if y belongs to the null space
of A, then yTA = 0, where yT is the transpose of y.

Take Fig. 6(a) as an example, in which node s sends four
coded packets. Node v receives two of them. Node v can
compute the null space1 of the space of the packets it re-
ceives, choose a vector from this space, and send it back
to node s. As is illustrated in Fig. 6(b), node s can now
multiply this vector with each of the packets it has sent. If
the result is zero, node s can infer that the packet has been
received by node v with high probability. Otherwise, node
s knows that the packet has not been received by node v.
By using a hash table, the work in [10] makes the false pos-
itive probability very low, about 10−10. In Fig. 6(a), yv is a
randomly chosen vector from the null space of the received
packets by node v. If node s multiplies the yv vector with
each of the vectors representing it’s own packets, the result
will be zero for the following two vectors, 4X1 + X2 + 2X3

and 4X1 + 5X2 +X3. Therefore, node s will conclude that
these packets have been received by node v. On the other
hand, the result of multiplying yv with the vectors repre-
senting the other coded packets sent by s will be non-zero,
and node s will conclude that these packets have not been
received by node v.

In order to integrate the coded-feedback approach with
our algorithm, we first relax the Lagrange function by re-
moving the constraints in (2) from the objective function of

1Note that the example here is for illustrative purpose. That
is why we use the negative sign for the vector in the null
space. In reality, the elements of the vectors in the null
space will be positive, and their values depend on the size
of the finite field.



the dual problem, and we keep them in the constraints. The
new Lagrange function becomes:

N
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i=1

[Ui(Ri)−
∑

d:d∈Di

q
i
sid

Ri] +
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u,i

∑

v

(
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i
ud

−
∑

d:d∈Di
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q
i
vd)X

i
uv

subject to (2).
Therefore, we end up with one type of queue (dual vari-

ables) qiud. Also, the new dual problem is separable, and we
have the same source algorithm with the following modified
intermediate node algorithm:

Intermediate Node Algorithm: Each intermediate node
u selects the packets to send and the number of credits for
each session to transfer to each of its next-hop nodes at time
t by solving the following optimization problem:

{Xi
uv(t)}v∈V,i∈{1,...,N} = argmax

X

N
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∑

v

(
∑
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i
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(8)
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i
uv
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Subject to:
∑

v:v∈J
d∈RC(v,i)

X
i
uv ≤ α

i
uRuJ

∀i, ∀(u, J), ∀d ∈ Di, d ∈ RC(u, i) (10)

The relay node u has to perform two decisions that lead
to maximizing (8), subject to (10).

• It has to decide the session that the packet should be
sent from.

• It has to also decide the number of credits to be as-
signed to each next-hop node.

To perform the first decision optimally, the relay node
should choose session i∗ that achieves the maximum value
for the following among all of the sessions.

{Xi
uv(t)} =

argmax
X

∑

v∈O(u,i)

(

∑

d:d∈Di
d∈RC(u,i)

q
i
ud(t)−
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Subject to:
∑

d∈RC(v,i)
v:v∈J

X
i
uv ≤ α

i
uRuJ (12)

∀i,∀(u, J),∀d ∈ Di, d ∈ RC(J, i)

To do so, for every session i, node u ranks the next-hop
nodes v according to the backlog difference (

∑

d:d∈Di
d∈RC(u,i)

qiud−

∑

d:d∈Di
d∈RC(v,i)

qivd). Then, it gives as many virtual credits2 to

this next-hop node, subject to (12). For every sent packet,
next-hop node v gets a virtual credit if node v has received
the packet, and no other node w has received the packet,
such that (1) w has a higher backlog difference and (2)
w has a common receiver, i.e., RC(u, i) ∩ RC(w, i) 6= φ.
This can be checked by using the coded feedback approach.
Let us denote the virtual credit for session i and node v

by Zi
v; then, node u calculates wi =

∑

v((
∑

d:d∈Di
d∈RC(u,i)

qiud −
∑

d:d∈Di
d∈RC(v,i)

qivd)Z
i
v), such that all of the v nodes have pos-

itive backlog differences. Then, node u selects the session
that achieves the maximum wi. Algorithm 1 describes the
above strategy.

Algorithm 1 Selecting the packet to send

1: Zi
v ← 0, ∀i,∀v

2: for i← 1 N do
3: Sort next-hop nodes according to (

∑

qiud −
∑

qivd).
4: Remove the nodes with negative backlog
5: set T to the remaining nodes
6: for Each sent packet P do
7: set S to each node v in T such that yiT

v ∗P is zero.
8: while S is not empty do
9: Choose node v with the highest non-negative

backlog difference from S

10: Remove each node w from S such that RC(u, i)∩
RC(w, i) 6= φ

11: set Zi
v ← Zi

v + 1
12: end while
13: end for
14: set wi ←

∑

v
Zi

v(
∑

d:d∈Di
d∈RC(u,i)

qiud −
∑

d:d∈Di
d∈RC(v,i)

qivd)
+

15: end for
16: select i∗ ← argmaxi wi.
17: send a packet from session i∗

Node u can perform the second decision by assigning the
credits to next-hop nodes in a batch-by-batchmanner. There-
fore, for each session i, node u keeps sending packets from
the batch with the smallest index until it makes sure that
for each receiver d ∈ RC(u, i), the total number of linearly
independent packets from that batch, received by the next-
hop nodes that have paths to d is no less that the total credit
it is assigned for that batch. At that time, this node assigns
the credits for next-hop nodes and moves to the next batch
of that session. Note that this approach might increase the
delay of individual packets, but the total throughput is not
affected if the size of the file is very large. This is because
the source does not wait for the receiver to decode the batch
in order to move to the next batch. As long as next-hop
nodes are assigned credits for the batch, the node moves to
the next batch. This approach for delaying the sending of
packets until enough feedback has been received, is used in
different works and is shown to achieve the capacity under
specific conditions [27, 28].

Every time node u receives a vector in the null space from
the next-hop node, it multiplies that vector with all of the

2Note that these are different from the actual credits that
will be distributed as a strategy for the second decision the
node has to perform. These credits are just for knowing the
packet of which session should be sent.



Algorithm 2 Credits assignment algorithm for session i

1: Set Ci
v ← 0, ∀v

2: for Each sent packet P do
3: S ← each nex-hop node v with positive back-log dif-

ference and with yiT
v P = 0 and Ci

v ≤ Ci
u

4: Sort nodes in S with respect to the backlog difference.
5: while S 6= φ do
6: Choose node v from S with the highest back-log

difference.
7: Set Ci

v ← Ci
v + 1

8: Remove each node w from S such that ∃d ∈
RC(u, i) s.t. RC(v, i) ∩RC(w, i) = d

9: end while
10: end for

packets it has sent so that it can know the number of lin-
early independent packets that has been received by next-
hop nodes. For each d ∈ RC(u, i), once that rank for all
next-hop nodes that have paths to d becomes equal to or
greater than the number of credits assigned for that batch at
that node, the node distributes its credits to next-hop nodes
in a fashion similar to Algorithm 1. However, this time the
node only focuses on one session i, and the credits that are
assigned are real not virtual credits. Algorithm 2 represents
the credit assignment algorithm. In the algorithm, Ci

u rep-
resents the total credits assigned to node u.

6.3 Details of the Practical Protocol
So far, we have identified the structure of the optimal

solution and discussed the major challenges that face its
implementation. We have then designed a back-pressure al-
gorithm that uses the coded feedback approach to resolve
these challenges. In this section, we outline the details of
implementing our algorithm under practical settings.

In our protocol, every node maintains the following infor-
mation: the received and sent coded packets, the available
number of credits, and the batch and session number of the
received and sent packets. We adopt a packet format simi-
lar to [2, 10], such that each packet has 1500 bytes of data.
The packet also contains the coefficients of the coding vec-
tor along with its session and batch numbers. The packet
contains the three most recent batches it has received, each
with a vector from the null space of the packets in that batch.
The packet contains the number of currently queued credits.
The packets also contain the number of credits assigned to
each next-hop node and the batch number for these credits.
As can be seen, the overhead is about 1-2%, which is very
small.

In every time slot, the source node computes the source
rate according to (3). This adds more credits to the source
node’s queue. The source node moves to the next batch
when the number of credits assigned to the current batch
equals the size of the batch. When an intermediate node
transmits a packet, it fills the null space fields with randomly
chosen vectors from the null spaces of the batches it is cur-
rently receiving coded packets from. Note that the coded
packets that the node sends, and the null space vectors that
the node generates at any given time, could be for different
batches. A node keeps sending packets from a batch until it
makes sure using the coded feedback approach, that for each
destination the total number of linearly independent packets
received by all next-hop nodes that can reach that destina-
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Figure 7: Simulation results for the topology in
Fig. 1(a).
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Figure 8: Simulation results for the topology in
Fig. 1(b).

tion, is no less than the number of credits it has for this
batch. At that time, the node transfers the credits to the
next-hop nodes using Algorithm 1. An intermediate node
sends the credit assignment information for the last three
batches it has made assignments for. Note that there is a
very small feedback or credit assignment overhead due to the
integration with the data packets. Also, assigning the credits
to next-hop nodes when enough packets have been sent from
a batch serves two purposes. Firstly, it gives enough time for
the feedback packets and the credits to reach the intended
nodes due to the lossy behavior of the links. Secondly, it
allows Algorithm 2 to find the optimal credit assignments.

7. EVALUATION
In this section, we provide simulation results to illustrate

the effectiveness of our protocol over the state-of-the-art op-
portunistic routing-based multicast protocol, MORE [2]. We
start by showing results for the illustrative topologies pre-
sented in the introduction section, and then we show results
for a 4 × 4 grid network. We develop our simulations us-
ing MATLAB. We also use similar values of parameters to
MORE [2] to make a fair comparison.



7.1 Results on Illustrative Topologies
We simulate both MORE and our protocol on the topol-

ogy in Fig. 1(a). We choose the following values for the
delivery rate of the links 0.3, 0.5, and 0.7. We also vary the
correlation among the links according to the κ-factor in [12]:
we set this parameter to −1, 0, and 1 respectively. When the
value of κ = −1, this represents the uncorrelated links, and
we add the symbol, Unc, to the name of the scheme in the
plots. Similarly, when κ = 0 or 1, we add IND or Cor sym-
bols, respectively, to the name of the scheme in the plots. We
use a batch size of 32 packets, and we assume that trans-
mission bandwidth of all of the nodes is 1500Mbytes/sec.
We also use IEEE 802.11 to perform scheduling. We use
the symbol, OP, to represent our protocol and MORE to
represent MORE.

Fig. 7 represents the simulation results for the topology in
Fig. 1(a). The results show that our protocol always results
in more gain compared to MORE; also, the gain of our pro-
tocol is maximized when we have low delivery rate links. As
illustrated in the figure, when the delivery rate is 0.3, the
gain of our protocol is in the range of 50-75%, depending on
the correlation among the links, while when the delivery rate
is 0.7, the gain is in the range of 2-20%. Also, MORE does
not exploit the benefit of having uncorrelated or independent
broadcast links, as the gain of our protocol is maximized in
these cases. This is alligned with the expectations in [12]
that we have many coding opportunities under these cases
which are not fully captured by MORE. Under the corre-
lated case, there are not many coding opportunities, which
justifies the small gain of our protocol over MORE. Fig. 8
shows the results for the topology in Fig. 1(b). Our protocol
still has a gain of 5-45% depending on the delivery rate and
the correlations, even with the limited coding opportunity
caused by the bottleneck receiver d1, as explained in the
introduction.

7.2 Results on a 4× 4 Grid Topology
We perform simulations on a 4 × 4 grid topology. We

set up the link delivery rate to 0.5. We vary the correlation
among the links to be the following three cases: independent,
correlated, and uncorrelated. We place the source at one of
the corners and place the destinations randomly on the two
sides of the grid topology opposite to the source. We vary
the number of destinations to 2, 4, and 6. We select the
following utility function, U(Ri) = log(Ri). We plot the
results in Fig. 9.

As can be noted from the figure, our protocol results in
a higher gain compared to MORE in all cases. The gain
obtained by our protocol varies from 50% to 4-fold depend-
ing on the number of receivers and the correlations among
the links. The gain increases as we increase the number of
receivers. When we have two receivers, the gain varies from
50 to 90% while it increases to about 3 to 4-fold with six re-
ceivers. Also, the throughput decreases dramatically as we
increase the number of receivers in the MORE case while
decreases slowly in our case. The reason is that MORE
works in a batch-by-batch manner. Therefore, its through-
put is limited by the length of the path to the farthest re-
ceiver, while in our protocol, the throughput is limited to
the min-cut max-flow between the source and the worst re-
ceiver, which has a smaller effect on the throughput than
the length of the worst path. Our protocol takes advantage
of the coding opportunities created by uncorrelated and in-
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Figure 9: Simulation results for one session and dif-
ferent numbers of receivers on a 4× 4 grid topology.

dependent links, which agrees with the conclusion in [12].
This is justified by a gain of about 70% when uncorrelated
links are used compared to correlated links, and a gain of
about 50% when independent links are used compared to
correlated links. On the other hand, MORE throughput
increases by about only 30% when uncorrelated or indepen-
dent links are used compared to the correlated case.

8. CONCLUSION
In this paper we tackle the problem of optimal network

coding-based opportunistic routing for multicast, which has
received less attention from the community compared to the
unicast problem. We identify the factors that affect the op-
timal solution, which are the delivery rates of the links, the
correlations among the links presented recently in [12], and
the reachability of the nodes to the different destinations.
We formulate the problem as an optimization problem and
show that it achieves the maximum possible rate by using
mapping from wireless to wireline framework. We then de-
velop a distributed solution based on the duality approach.
We integrate our solution with the coded feedback approach
so that it can be implemented with a delayed and lossy feed-
back environment. We evaluate our protocol by using sim-
ulations which show the effectiveness of our protocol.
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