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Abstract—We consider the problem of maintaining routing paths Q C
between nodes in a dynamic network. Gafni and Bertsekas proposed a)/ ;% / ;% / ;%
link reversalapproach called the BG method that maintains a directed ) or O v @
acyclic graph (DAG) with a given destination as the sink node. By /
virtue of built-in redundancy, an updating algorithm to establish a~~", w . w - w

new DAG is activated infrequently and it happens only when the last / \

r

outgoing link of a host in the DAG is destroyed due to the movement

of nodes. In this paper, we propose another updating approach thaty O y X y Ci} ”””” 3
tries to minimize the total number of reversed links and to maintain / / /
routing information without using much extra overhead. The approach O O

maintains a reversed breadth-first tree. Nodes in the network are either @ ’ ® ‘

marked (inside the tree) or unmarked (outside the tree). When it o ) ) )

is too costly to maintain a minimum path for a marked node, tHdg. 1. A destlnat_lon _orlented DAG with (a) an |so|_ated branch rootad,at_
branch rooted at the node is trimmed and the approach then gracef DAG after partial link reversal, and (c) a spanning reversed breadth-first
switches to the BG method. Several extensions are also discussed €& (RBFT):

simulation study is conducted to compare the performance of the

proposed approach with the existing one.

(© z

oriented DAG. The GB method has been adopted in the routing
protocol TORA [6] for ad hoc networks.
Although both updating algorithms in the GB method have
Consider a directed acyclic graph (DAG) with a special nodieveral elegant features, they do not maintain a path of mini-
called a destination node, the DAG testination oriented mum number of hops (or simplpinimum path for a node to
if for every node there exists a directed path originating &éte destination. The GB method does provide a “watermark”
this node and terminating at the destination node; otherwige; each node and it is used to determine the orientation of each
it is called destination disorientedA DAG is destination link. A greedy routing approach can be adopted that selects
disoriented if and only if there exists a node other than tt&e neighbor with the lowest watermark at each routing step.
destination which is a sink node with no outgoing link. GafriHowever, the watermark of each node does not reflect the
and Bertsekas considered the following problem [3]: Givesistance to the destination and, hence, the routing process is
a connected destination disoriented DAG, transform it to unpredictable. In general, maintaining a minimum path for
destination oriented DAG by reversing the directions of son@&&ch node in dynamic networks is a challenging problem. In
of its links. this paper, we propose another updating approach which tries
An application of the above problem is routing in dynami¢o maintain routing information in a given destination oriented
networks which include ad hoc networks [4] and sensor nd?AG without using much extra overhead. The destination
works [2]. Here we focus on a special type of dynamic netwofXiented DAG maintains geversed breadth-first trefRBFT);
where the network topology changes via node failure/recovefat is, it contains a minimum path from each node in the tree
and link switching-on/-off. When network topology changet® the destination (also called the root node) in the dynamic
over time,a DAG for a given destination does not need to beetwork.
changed as long as each node has a downstream neighborA related work in this field is to maintain apanning
That is, the update of the DAG can be postponed until a hg#tortest path tre¢SPT) in a given graph based on a different
loses its last outgoing link and, then, an updating algorithm @aph model. When topology and/or link costs of the network
invoked to make the DAG destination oriented again. change, either the existing SPT is re-constructed or updated
Gafni and Bertsekas [3] proposed two updating algorithmi§]- However, such an update has to be invoked whenever there
simply called the GB method, based on reversing the directiois? change, making it too costly for practical use.
of certain links in the DAGfull reversalandpartial reversal It~ RBFT differs from SPT in two aspects: (1) RBFT is a
has been proved in [3] that both algorithms terminate in a finifBinimum tree (in terms of hop count) while SPT is a shortest
number of steps and the resultant graph is still a destinatiBath tree. Hop count is a commonly used measure in ad hoc
networks. (2) SPT is a spanning tree while RBFT may or

1This work was supported in part by NSF grant CCR 9900646 and grdmay not be a spa_nning 'gree of the graph._ln _general, nodes in
ANI 0073736. Emaikjie,fdai} @cse.fau.edu. the network are divided intmarkednodes (inside the RBFT)

1. INTRODUCTION



- unmakred nodes operation in a sensor network). (3) Each node knows its
? neighbors; that is, it always keeps its neighbor set up-to-date.
(4) There are sufficient routing requests in each interval of two
adjacent graph structural changes.

2. PRELIMINARIES

The GB Method. The GB method [3] includes two
algorithms: (1)Full reversal At each iteration each node other
than the destination that has no outgoing link reverses the
Destination oriented DAG directions of all its incoming links. (2partial reversal Every
nodeu other than the destination keeps a list of its neighboring
Fig. 2. Marked and unmarked nodes in a destination oriented DAG. nodeswy that have reversed the direction of the corresponding
link (u,v)?. At each iteration each nodethat has no outgoing

_ o link reverses the directions of the links, v) for all v which
and unmarkednodes (outside the RBFT). fevelindicating do not appear on its list, and empties the list. If no such

the distance to the root is associated with each marked noggists, nodeu reverses the directions of all incoming links
Unmarked nodes do not have distance information. Initially, gihq empties the list.
nodes are marked nodes upon the construction of a spanningginh reversals can be implemented by assigning “water-
RBFT and, hence, a destination oriented DAG is constructgghrk” for each node and raising the watermark of a node based
where the direction of a link is directed from a higher levg}y the above updating algorithms. The orientation of each
node to a lower level node (node id is used to break a figik is determined by the watermarks of two end nodes. The
when two end nodes have the same level). Figure 1 (c) showgdtination always has the lowest watermark. Therefore, the
spanning RBFT. When a node loses its outgoing tree link (SUghi reversal algorithms can be carried out by raising the wa-
as nodeu in Figure 1 (c)), the proposed approach adjusts thgrmark of each sink node (other than destination) until there
level of the node and those of its descendants. When it is tR0only one sink node left which is the destination. Although
costly to maintain a minimum path for a nodeby keeping poth updating algorithms have several elegant features, they do
its level up-to-date, the branch rooteduais trimmed that is, ot maintain a minimum path for a node to the destination.
nodew and all its descendants are unmarked. The approggésides, the total number of links reversed is not minimal.
is then gracefully switched to either full or partial reversal. gq, partial reversal, thisolated branch problerexists. Let
When a new node is added to the network, it can be markgqﬂ(w) be a set of nodes that are reachable to neded
or _unmarked depending on the marked/unmarked status Ofs‘lﬁ)graph containing is called arisolated branctif (1) w has
neighbors. only one outgoing link and (2) any node 7' (w) connects
Figure 2 shows the general structure of marked and Usnly nodes inRT (w). In Figure 1 (), the branch rootedatis
marked nodes. The directions of links connecting markeg, isolated branch. When lire, ) is broken, links(u, v) and
nodes are determined by RBFT. An unmarked node always .,) are reversed in both full reversal and partial reversal.
points to its marked neighbors (if any). The direction of @& full reversal, the sequence of nodes that are involved in
link between two unmarked nodes is decided based on tk§ersal arew — = — 2 — y. When a node is involved in
execution of the GB method. When an updating algorithm {§)| reversal all its adjacent links reverse their directions. When
initiated at an unmarked node, the GB method is used. Hopartial reversal is applied, adjacent links that are reversed in
ever, it will not affect the existing RBFT structure. When afhe early iterations will not reverse their links again in the
updating algorithm is initiated at a marked node, the proposggrrent iteration. Each node has a list of adjacent nodes that
approach is applied, but it may switch to the GB methogqye reversed the directions of the corresponding links. For
after a branch of an RBFT is trimmed. Therefore, the GBxampIe, at nodev due to the fact that there is no outgoing
method and our approach co-exist, and a destination orienfefit from w, w is revolved in the reversal and it will reverse
DAG is always maintained. During the course of updating, thiks (w, z) and (w, y), but not link (u, w) since it has been
marked node set shrinks while the unmarked node set growsyersed. Note that the above exemption (for linkw)) is
Unmarked nodes can also be selectively remarked in a cargf{ly good once. The subtle point is in resetting the list once
way to avoid routing loop. If maintaining the minimum pathyartial reversal is applied at the corresponding node. That is,
property for every node is required or the marked node sgfer the link reversal is applied at noge nodew erases its
becomes too small, the current destination oriented DAG rﬁemory of its past list. Consequently, the sequence of nodes
flushed and a new spanning RBFT is constructed (and heRgst are involved in reversals is) — z — 2 — y— 2z —
the new DAG) through a global flooding. = — w. The sequence of links that have been reversed in the
Throughout the paper, we assume: (1) Each link is biprresponding reversals iftw, z), (w, )} — {(z,y), (z,2)}
directional and the graph is connected, unweighted, and undi- {(y 2)} — {(w,y), (z,9), (v, 2)} — {(z,2)} — {(w, z)}
rected. (2) The graph structure is dynamic as a result of
link failure/recovery and/or node switching on/off (a frequent 2(u, v) represents an undirected link betwegrand v.




— {(u,w)}. In this case, not only do all the links in the(which is dynamic) should be kept as large as possible so long
isolated branch reverse their directiotwsice (see Figure 1 as no significant overhead is introduced in maintaining such a
(b)), but also all nodes (except nogg apply partial reversal set.

twice! It is possible that we require a Strong Level Requirement
Reversed Breadth-First Trees. In the GB method, a des- (SLR): The level associated with each marked nadeorre-

tination oriented DAG is constructed from a given connecteaporl‘dS t? thi g;starcesfgtweeranﬁéha desunatg’ﬂ_\)'r.' Te
unweighted, and undirected graph by assigning a direction 1‘9{ ole network 't earty, COVErS L. HOWEVer, SLK IS 100
each link. One way to maintain the DAG is by generating %{trong and is difficult to enforce. In the subsequent discussion,

reversed spanning tree rooted at the destination (root). E ?j'_qu COHZI.d(\EAI‘/ LIE.LIn [?]'Rtwo. weak tle\xll_Frzequwgn&ents
nodew is assigned devel L(u) such that for any linku, v) are discussed: Weak Level Requirement ( ) and Upper-

in the tree,L(u) > L(v) if and only if the link is directed BOT“r?detd L‘T"e' Refquw(;ament_(ULRt?,;l < can be changed b
from v to v. Any link (u,v) not in the tree is directed from € fopology of a dynaric network can be changed by
wto v if and only if L(w) > L(v) or id(u) > id(v) when three primitive operationgdelete-a-link add-a-link andadd-

L(u) = L(v), where each node has a distinct node id Thae—node The delete-a-node can be considered as several delete-

orientation of its adjacent links can be directly derived bg'“ns dopera’go?;.thode sw&tchmtghon/%ﬁ c?jn be |mplemtent?d
comparing the levels of two end nodes. Basicallj) can be 23 8dd-a-hode/delete-a-node. Although hode movemen (@ typ-

considered a watermark for node Water always flows from ical operation in _ad hoc wireless networks) is not considered
a higher mark to a lower mark. The destination has a Iowé%‘ﬁ.re’ it can be viewed as a sequence O.f delete-a-node/delete-
watermark. HoweverZ(u) does not provide useful routing®” ink and add-a-node/add-a-link operations.

information such as the distance ofto the destination. 3. PROPOSEDAPPROACH

In our approach, we tié(u) to the distance betweanand Basic Ideas. We first establish a spanning RBFT in the

the destination. We use the term level to represent a watermark - o +0 meet both DAGR and LR. Then we try to maintain

that is tied to the distance; otherwise, it is still called BAGR and LR as invariants upon a sequence of delete-a-link
watermark. The destination-oriented DAG is constructed %d-a-link and add-a-node operations !

finding a spanningeversed breadth-first treé€RBFT) rooted It is relatively easy to handle an add-a-node operation.

at the destination. A tree is called breadth-first if each nodﬁ1e new node can be marked or unmarked depending on the
at distancel from the root appears at depihin the tree._ I.n marked/unmarked status of its neighbors. A safe and easy way
fact, e'ach node is connected to the ropt thrpugh a MMyl e syre both DAGR and LR is put an unmarked status on
path (in t_e_rms_ of hop_count). All the Ilnks in the net\_/vork§he new node and all adjacent nodes are directed away from
are classified intdree linksand non-tree links If a tree link the node. However, the requirement for a large set of marked
IS dérect;rt]ed from? todv,(;?erll_ut IIS C"ﬂeg adc?lld dnpde Oﬁ nodes needs to mark the new node whenever possible. For an
(an v the parent flode o )'he evel I be defined i1 SUCh & 4 qg-adlink operation, the direction of the link is decided based
way thatl(u) = L(v) + 1 whereu is the child ofv. Clearly, -, yho jevels of two end nodes. The branch rooted at an end

L(u) is precisely the distance aof to the root. Figure 1 (c) node is trimmed if the levels of two end nodes differ by more
shows a DAG generated from a spanning RBFT. In Figuret an 1

(c) the number inside each node is the level of the node (i.e.r . way to handle a delete-a-link operation is more in-

the distance to the next node). Solid lines are tree-links a%ilved, especially when it is an outgoing link of a marked

gashed Ilntksda}re non tree-ll.nks.RI;c'):t_i_a t'?at not aIIlDA'?s Cq{ide. When the deleted link is the outgoing link of an
€ generated Irom a spanning - ror example, FIgUre dmarked node, the GB method is directly applied. Our

(a) cannot be generated from any spanning RBFT. approach is applied when the deleted link is the outgoing
Problems. We try to maintain an RBFT (not necessarily dink of a marked node. Here we introduce some basic con-
spanning one) for a given destination in a dynamic networgepts. A neighbor of a marked node can be classified into
Nodes in the RBFT are callecharked nodesvith assigned marked/unmarkednd child node/non-child nodeA discon-
levels. Nodes outside the RBFT are calledmarked nodes nected branchooted atu is a disconnected branch of an RBFT
Still each unmarked node keeps its watermark used to detes-a result of the delete-a-link operation. That is, the link that
mine the orientations of its adjacent links. The watermark of a& deleted is the outgoing tree link af (see Figure 1 (c)).
unmarked node is higher than that of a marked one. The desA replacementv for node u’s parent node is a marked
tination still has the lowest watermark. Two requirements areighbor that has the same level as the level'®parent (i.e.,
given: (1) Destination Oriented DAG Requireme(@AGR): L(v) = L(u) — 1). When replacement fox’s parent node is
The network as a whole (marked nodes and unmarked nodiegjnd, since the level of node remains unchanged, the levels
should be maintained as a destination oriented DAG by as-its descendants remain the samesubstitutev for nodeu
signing a direction for each link. (2)evel Requiremer(LR): is a non-child marked neighbor (but not a replacement) that
The level associated with each marked nadeorresponds to has the lowest level; that i,(v) < L(u)+1 based on the level
the distance betweem and the destination in the subnetworldefinition. Note that there are only two possibilities foand
induced by marked nodes. In addition, the set of marked nodeseither L(v) = L(u) or L(v) = L(u) + 1. When a substitute



network, messages travel at different speeds, so erroneous
parent designations may happen but they can be corrected as
follows: If nodew initially identifies one of its neighbors, say

v, as its parent, and later obtains information from another
neighborw along a shorter path, nodecan change its parent
designation tow. In this case, node must inform its other
neighbors about its correction, so that they might also correct
theirs. The Dijkstra and Scholten’s diffusing algorithm [1] for
the termination-detection problem can be used so that each
node knows when to stop the process.

RBFT Update — add-a-node. To simplify the discussion,
Fig. 3. A disconnected branch rooted at nade(a) before the updating we assume that all status such as marked/unmarked and levels
process (b) a former parent chain, a successful replacement/substitute 3lre stable when a delete-a-link. add-a-link. or add-a-node
and a multiple-child nodev. . . . ’ . ]

operation is applied. A level of marked nodeis stable if

it has a correct level. In fact, when marked nadés stable

for u's parent node is used, since the levekoincreases, the |L(#)—L(v)| < 1 for each marked neighbarof u. A network
levels of its descendants also need to be adjusted. is stable if all marked nodes have the correct levels. First of

The basic idea is to update the parent of each node g}, let's consider a safe and easy way to add a node which

a disconnected branch using replacement/substitute followiﬂﬂSures both DAGR and LR: ) )

the branch down the tree. The updating process either come Safe-addUnmark the new node and all adjacent links are
pletes successfully or switches to the GB method when it is directed away from the node.

too costly to keep the level of a node in the branch up-to- However, due to the requirement for a large set of marked
date. The updating process terminates successfully whenevepges, the new node needs to be marked whenever possible.
replacement is found or all nodes in the branch have their sutie following approach can be used:

stitutes. When a node cannot be updated by either replacement best-add If levels of all marked nodes differ by no more

or substitute, it is labelled asmarked and the link to its child than 2 then levell + 1 is assigned, wherd. is the
node is reversed if it is a single-child node. All remarked nodes minimum level of neighbors; otherwise, apply safe-add.

are linearly chained througformer parent links(which are When the levels of marked neighbors differ by no more
reverses of regular links). When a descendant is successfygn 2, the newly added node will not make a neighbor level
updated by a replacement/substitute, levels of nodes in {igstable. When the new node is assigred- 1 (L is the
former parent chain (if any) can be remarked by incrementirginimum level among them), its level is stable and levels of
the level by one from node to node until reaching nade ga|| other nodes (including neighbors) are stable. Therefore,
When a descendant is successfully replaced/substituted, singdg-assignment is correct. Note that when the levels of marked
child descendants can be at least substituted. It is rath@ighbors differ by more than 2, an unstable level occurs when
difficult to come up with a Simple solution for the mUltip'e-the new node is assigneﬂ+ 1. Note that Stabi”ty can be
child node case, since it has multiple branches. Each branglched by iteratively adjusting levels of unstable neighbors.
of a multiple-child node will be trimmed unless a replacementhis is an expensive process since the adjustment is not limited
is found. to the one branch. Another option, as used in add-a-link, is
Figure 3 shows a disconnected branch rooted at nadeto trim branches rooted at unstable neighbors. However, this
Figure 3 (b) shows a former parent chain which is alwaygpproach will greatly reduce the size of the marked node set,
a “prefix” of the disconnected branch. A successful replacgherefore, the safe-node procedure is adopted.
ment/substitute occurs at node and levels of nodes in the Consider adding a new node to Figure 1 which is adjacent
chain are remarked accordingly. If a replacement is found nodesr, u, v andw. Since the levels of these nodes differ
at nodev, the updating process completes successfully. If iy at most 2, the new node is assigned a level of 1. When a
is a substitute at node, the updating process continues agew node is adjacent to nodeand nodez, the new node is
descendants of. Nodew is a multiple-child node. Dependingunmarked and adjacent links are directed toward neighbors.

on the frequency of various operations the set of markegsrT Update — add-a-link. When one of the end nodes of
nodes reduces over th_e time. When the set becomes eMp% added link(u, v) is unmarked, the direction of the link is
the proposed method is degraded to the BG method. In thisiermined by the watermarks/levels wfand v. When both
case, a global flooding is needed to construct a new spanniigy nodes are marked and their levels differ by no more than
RBFT and all nodes are remarked again. 1, its direction is decided by the levels and id’s wfand v.
RBFT Initialization. RBFT can be easily constructed in aVhen the levels of two end nodes differ by more than 1, the
synchronous network. Level information is piggybacked withranch rooted at one end node will be trimmed. Note that the
a searchmessage which is passed level from level, one levatljustment approach can also be applied; however, this process
per round, from the destination node. In an asynchronoisstoo expensive since it is not limited to one branch.

remarked node
marked node

= former parent link




add-a-link(u,v) /* upon adding link(u, v) */ update-level(v)
1) If both v andv are marked nodes and their levels differ by 1) If a replacement exists, replaeés parent, adjust the former
no more than 1, or, one is marked and the other is unmarked, parent chain (if any), and exit.
link (u,v) is added and its direction is decided by the levels 2) If a substitute exists, substitutés parent and adjust the former

and ids ofu andv. parent chain (if any).

2) If both v andv are marked nodes but their levels differ by a) If v is single-child nodep sends an update level signal
more than 1, then the branch rooted at the end node with a to its child node (if any), and exit.
higher level is trimmed. b) If v is multiple-child node, calnultiple-child-node(v)

3) If both v andv are unmarked nodes, the direction of the link

. : 3) If neither replacement nor substitute exists, then
is determined by the watermarks ofandv. ) P

a) If v is a multiple-child nodep is remarked and call
multiple-child-node(v)
b) If v is a single-child nodep reverses the linkv, w)

delete-a-link(u) /* upon removal of an outgoing link of node */ wherew is the child node is called the former parent
1) If w is unmarked, call the GB method which is either full or node ofw), andv becomes a remarked node and then it
partial reversal. sends an update level signal 4o
2) If w is marked, exit when the outgoing link is not a tree link; ¢) If v has no child nodey sends a “network partition warn-
otherwise, callupdate-level(u) ing” signal to the initiatoru via the former parent chain.

When a node receives a “network partition warning” but

has an unmarked neighbor, it erases the warning signal

and stop; otherwise, it forwards the warning signal to its
When a node trims its branch, it sends an unmark signal to former parent. When the node is the initiatoand there

all its descendants (including remarked nodes in the former is no adjacent unmarked neighbor, a network partition is

parent chain). When a node receives an unmark signal_it detected.

changes its status to unmarked and forwards the signal to its

child nodes. In the example of Figure 1 (c)aidd-a-link(r,w)

is called, the branch rooted at will be trimmed. Note that RBFT Update — enlarge-the-set. If an unmarked node

during the trimming process, when a marked node is unmark@@s & marked neighbor, it can be marked again. This process

the directions of its adjacent links remain unchanged. [§S€mbles adding a new node. When an unmarked adues

Figure 1 (c), ifadd-a-link(v,x)is called, link (v, z) is added & marked neighbor and the Iev_els of ma_rked neighbors differ

and the direction of the link is pointed fromto v. If add-a- PY No more than 2, and suppobes the minimum level among

link(v,z)is called, link(v, z) is added but node is unmarked. N€ighbors, node can be remarked to levél+-1. This process
also needs to be controlled; otherwise, the remarking process

resembles a global flooding.

RBFT Update — delete-a-link. Operationdelete-a-link(u)
considers two cases: When is marked and when: is
unmarked. The GB method is used whenis unmarked. 4. EXAMPLES AND PROPERTIES

The rest of discussion focuses only on the case whés  Consider the example shown in Figure 4 (a). Assume that an
marked. When alelete-a-link(v)removes an adjacent link of RBFT has been constructed and the level of each node is also
nodeu, nothing else needs to be done if this link is not ashown in Figure 4 (a). Suppose lirfk, ¢) is removed, node
outgoing tree link; otherwise, node as the initiator calls ¢ finds a replacemerit for ¢ (since their levels are the same)
update-level(u) Procedureupdate-level(v)is for eitheru or and nothing else needs to be done. When {ink:) is broken,
a descendant of u. Whenw is a multiple-child node without nodeh cannot find a replacement. Sinads a multiple-child
a replacementmultiple-child-node(v)is called. Assume that node, it sends its 2-hop descendants {Set,n} to its child
initially the former parent chain is empty. nodesk and!, % finds its replacemeny but [ does not. Node
When a node receives a network partition warning buit adjusts its level based on the level/ofind the level of in
has an unmarked neighbor, it erases the warning signal aach is based on that df. Node! trims its branch consisting
stops; otherwise, it forwards the warning signal to its formef noden only. When link(f, 5) is removed,j cannot find a
parent. When the node is the initiator and there is no adjaceaplacement/substitute, nodg¢sand m form a former parent
unmarked neighbor, a network partition is detected. Note thelfain. Nodem finds a replacementandm adjusts the level
the detection of a network partition is limited to only theof j through the former parent chain.
subgraph induced by the marked nodes. When two new nodes and p are added in Figure 4 (b),
In Figure 3 the 2-hop descendant setwfis {w;, w2, w3, since the levels ob’'s neighbors differ by more than 2, node
wy, ws,we . Such a set is required to prevent a child nodeis unmarked. The levels gfs neighbors differ by no more
(say wy) from selecting a descendant of (say weg) as its than 2, so node is assigned a level of 3. During the enlarge-
replacement/substitute. At a multiple-child node, sayin the-set process, nodeis remarked to 5 since the levels of its
Figure 3, if a replacement is found far’'s parent, nothing neighbors differ by no more than 2.
else needs to be done; otherwise, the root of each branch (saly Figure 1 (c), when link(r, ) is removed, node: finds
wy in the figure) tries to find a replacement/substitute, thee substitute node as its parent node, and the substitute for
corresponding branch is saved only if a replacement is found’s parent is still node: (but with a new level). Since node
otherwise, the branch (excluding the raot) is trimmed. w is a multiple-child node and neither nodenor nodex



multiple-child-node(v) marke (veelin)

1) Nodew forwards its 2-hop descendent set to its child nodes so
that each child knows its neighbors that are descendants of
2) Each child node finds a replacement/substitute that is not in
the 2-hop descendent set forwarded frorand sends back its
level to v if such a replacement/substitute is found. O
3) If v is a remarked node and no adjustment is received from
its child nodes,v trims its branch (includingv), and exit; o TR
otherwise,v adjusts its level based on the levels of all its ~----
neighbors. Then for each child node, if a replacement is found,
nothing else needs to be done; otherwiseadjusts its level n
based on all its neighbors (excluding its child nodes) and trims @ ®
its corresponding branch (excluding itself).

Fig. 4. An example.

has a replacement, nodeis trimmed. The adjusted levels forif no node can raise its level and, hence, avoid the count-to-

nodesu, w, y andz are3, 4, 5 and’, respectively. Node jnfinivy problem. (2) Support sequence numbers: Each level is
is re-assigned a level of 6 after the application of enlarge-thgsq,riated with a sequence number issued by the destination.
set. We say a node isffectedby an adjustment if either its 5 repjacement (substitute) operation can be issued if the corre-
gdjacent tree links are changeq or the direction of its adjac_ nding node has a higher or equal (higher) sequence number.
links are reverse_d. The following theorems_ show our maj ) Lock all descendants: A replacement/substitute operation
results. The details of proofs can be found in [9]. is performed after a confirmation is received from each child
Theorem L When the GB method is applied to an unmarkegbde. This is an iterative process that also applies to each
node, only unmarked nodes are affected. child node. In this way, a replacement ( substitute) operation
Clearly, both DAGR and LR requirements are ensured i§ performed only after all descendants have completed their
the GB method is applied to an unmarked nodebduindary updates. This approach was first proposed in [7], [8].
nodeis an unmarked node with at least one adjacent marked
node. Clearly, a boundary node will not be affected by the 5. PERFORMANCESTUDY

GB method since it has at least one outgoing link to a markedthe performance and overhead of the proposed approach is
node. Therefore, no marked node will be affected if the GBaluated and compared with other approaches via simulation.
method is applied to an unmarked node. DAGR is ensured pyyr routing algorithms are evaluated, all of them based on
the GB method. LR is also ensured since marked nodes §g jdea of maintaining a destination oriented DAG, including

unaffected. Gafni and Bertsekas’ full reversal (FR) and partial reversal
Theorem 2 The proposed approach ensures both DAGR arffR) methods, the proposed method based on RBFT with
LR requirements when it is applied to a marked node. the constraint that only replacement is supported (RO), and

The ways replacement and substitute are defined ensurettie proposed method without any constraint, supporting both
LR requirement and the DAGR requirement within the marke@placement and substitute (RS). For all four algorithms we
node set. When branches of an RBFT are trimmed, theivaluate their performance in terms of the average length of
link directions remain unchanged. Therefore, DAGR is still routing path (in terms of hop count) and their message and
maintained within the unmarked node set. Based on Theoretimse costs. For the two RBFT-based algorithms (i.e., RO and
1 and 2, both DAGR and LR requirements are preserved RE) we also evaluate their shrinking speeds of the RBFT,
the network (which includes marked and unmarked nodes)which is useful in determining the interval between two calls

The loop freedom is ensured if all operations (includingpr global flooding.
enlarge-the-set) occur in a sequential order and the nexSimulations are conducted using a discrete-event simulator.
operation occurs after the network is stabilized after the currefd generate a random networknodes are randomly placed in
operation. Otherwise, routing loops will occur like in anya confinedl00x 100 area. A link is inserted between two nodes
routing protocols where the distance information of a node iistheir distance is smaller than a given transmission range
dependant on the distance information stored in its neighbofs. achieve a given density, is adjusted based on an average
The occurrences of loops depend on how fast various levelde degree to produce exactly:d/2 links in the network.
updates and trimming processes can be carried out. If tmethe beginning of a simulation, one node is designated as
propagation is relatively slow, a loop is likely to occur. Fothe destination, and a destination oriented DAG is established
example, the count-to-infinity problem may occur where lay each algorithm. For FR and PR, the destination oriented
node has raised its level several times before all its descenddd®$5 is established by applying link reversal rules, and for
were able to update theirs. The node may end up selecting &@ and RS, by a global flooding. Link faults are simulated by
of its descendants as its parent node. The loop freedom eamoving randomly chosen links. Because network partition
be enforced in one of the following three ways: (1) Suppodannot be properly handled by the GB methods, only links in
only replacementwvith no substitute loop freedom is ensured cycles can be removed. The maintenance operation triggered



TABLE | Average degree = 6 Average degree = 18
PERFORMANCE AND OVERHEAD OF FOUR LINK REVERSAL ALGORITHMS ‘

ting path

Sparse Network Dense Network
Routing Len. Overhead | Routing Len. Overhead g7
Algo. | RND WM Step Msg| RND WM Step Msg

FR 931 7.51 064 123 519 332 0.04 005
PR 920 744 0.66 146 519 332 0.04 0.05 P —

RO 771 7.07 084 142 284 269 020 0.28 P
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arouting path

Average length of
Average length of

Average degree = 6 Average degree = 18

a routin

by a link fault is simulated in a synchronized manner. Eath: e
maintenance operation takes several steps. Control messa§g§
are exchanged between neighbors, and each control messag
takes exactly one step to be generated, sent and received hy—"_
neighbors. We assume that the interval between two link faults T e 0T i
are Iong enough so that every maintenance operation er&%s 5. Average length of a routing path in a relatively sparse network (the
before the starting of another one. left column) and a relatively dense network (the right column), where each
Two special cases are simulated to reveal the dynamic nat(de selects its next hop randomly (the upper row) or based on the watermark
of each algorithm. Case one is simulated on a relatively spafd§ 'oWer row).
network withn = 100 and d = 6. After the destination v sepeacs J——
oriented DAG is established, 100 random link faults are gen-* R
erated and all four algorithms are separately simulated. In thi§® o
case, both the RBFT-based and non-RBFT-based algorithin$
have similar costs; while the RBFT-based algorithms usually”

provide shorter routing paths. Case two is simulated on a
relatively dense network witm = 100 and d = 18. This ey

[’ mive)
|
|
|

Average length of

JR—

.;3"
A

. ) A R 0 p / P—

time more random link faults (200 in total) are generated t0 * * * aimgemenme 0 T e

cancel out the higher redundancy offered in a dense network. _ _ _

Because each node has more outgoing links and the avergge& Total number of steps used to handle link faults in a relatively sparse
n

. s . ork (left) and a relatively dense network (right).
distance from the destination is 2-3 hops, the cost of non- (e ey work (fight)

RBFT-based algorithms is significantly lower than in the first

case. The RBFT-based algorithms have a relatively higher cqgly|ts accumulate and the RBFT shrinks. When next hops are
but provide significantly shorter routing paths than the noRgected based on watermarks, the non-RBFT-based algorithms
RBFT-based algorithms. The results of a single simulatiQy form much better. However, their average routing distance
for each case is demonstrated in Figures 5-8. In addition, W€ il ahout 10% longer in the relatively sparse network
repeat each special case 100 times to produce the averagg apout 30% longer in the relatively dense network. The

results shown in Table I. . difference between the two RBFT-based algorithms, RO and
First we compare the performance in terms of the averages 5re relatively small.

length of a routing path. For the RBFT-based algorithms (i.e., Then we compare the overheads in terms of the number of

RO and RS), marked nodes can find near optimal paths t0 {&,iro] messages and steps. A RBFT has higher maintenance
destination by following the distance information embedded it than a normal destination oriented DAG for two reasons.
the RBFT. For the non-RBFT-based algorithms (i.e., FR anfqy the RBFT has higher frequency of maintenance oper-
PR), each node can choose a neighbor with the minimum Wag, g 1n a normal destination oriented DAG, no maintenance

termark as its next hop to the destination. However, Waterme}gkneeded before a node loses all its outgoing links. In a
does not provide precise distance information and, therefo

methods are also used by unmarked nodes in the RBFT-ba
algorithms. According to Table I, when next hops of unmark

nodes are randomly selected, the average routing distance L : . .
; . a RBFT, because each node maintains a list of its children

the non-RBFT-based algorithms is about 20% longer than ; .
and grandchildren, a parent switch usually takes two steps and

the RBFT-based algorithms in relatively sparse networks e control messages, including a broadcast message sent by

about 80% longer in relatively dense networks. As shown fle child, a message sent by the former parent to the former
Figure 5, the performance of the RBFT-based algorithms s ' 9 y b

best at the beginning of the simulation and deteriorates as "gtkandparent and another message sent by the current paTe”t
0 the current grandparent. However, the RBFT can avoid

link change. In a normal destination oriented DAG, a
Nk reversal costs one step and one broadcast message. In
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in the sparse network and 1.5 messages per link fault in the
dense network. This cost is significantly higher than the regular
maintenance cost of the RBFT. Note that this cost is still much
lower than the SPT-based algorithm. Because in a RBFT-based
algorithm, all unmarked nodes can still reach the destination
by following the destination oriented DAG, it is acceptable
even if 50% nodes are unmarked. In a SPT-based algorithm
like DSDV, a node that is trimmed from the SPT loses its

Fig. 7. Total number of control messages caused by link faults in a relativeonnection to the destination until the next global flooding.
sparse network (left) and a relatively dense network (right).
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Therefore, flooding is much more frequent in those algorithms,
because it is unacceptable to have 50% nodes disconnected
from the destination. Similarly, the amortized cost of RS shall
be significantly lower than the SPT-based algorithms, as it can
maintain the RBFT much longer than RO.

6. CONCLUSIONS

We have proposed a new method of maintaining commu-
nication between nodes of a dynamic network. The idea is

Link fault sequence number Link fault sequence number

based on Gafni and Bertsekas’ link reversal by maintaining a
Fig. 8. Percentage of marked nodes in a relatively sparse (left) and a relatM@G with destination as its sink node. Our approach is based
dense (right) network. on augmenting the DAG with distance information captured
in a reversed breadth-first tree. This tree itself is dynamic
which may shrink (upon a delete operation) or grow (upon
the high cost in some cases where the DAG is dramaticallynetwork flush through flooding). The proposed approach
changed and several links are reversed more than once. d&l@ potentially be applied in ad hoc wireless networks. The
actually observed this situation in the first case study betweealidity of the proposed approach has been backed up through
the 60th and the 70th link faults of the partial reversal (PRjmulation. The simulation results show that the proposed
algorithm (see Figures 6 and 7). approach provides shorter loop-free paths than the original
According to Table |, the RBFT-based algorithms haveB method with lower overhead than that in the SPT-based
higher time costs (in steps) and message costs than the rgorithm. In our future work, we will compare various trade-
RBFT-based algorithms. However, the maintenance costsadfs more closely through simulation.
the RBFT-based algorithms are still quite low and affordable
(less than 2 messages per link fault), and the cost of RO is
lower (less than 1.5 message per link fault). Figures 6 aHd . . . ,
7 show that, in the relatively sparse network, maintenangg °D°mE'°;;§?n“°gS"gf§§?;§§2” fro,fsizsénmgakﬁnzﬁjl%)'}(14512”9',\,19?3069mur
operations start from the very beginning of the simulation. In challenges: Scalable coordination in sensor networRsoc. of ACM
the reIativer dense network, there is almost no maintena %F '\EAOIVIBI%%Miggnzagei’zg:;:ézgé\;g?i.stributed algorithms for generatin
cost for the first 40 (for RO and RS) and 90 (for FR and P Io'op-.free routes in neworks with frequently chagnging topologng_EE ’
link faults. That explains why the maintenance cost is much Transactions on Communicatign29(1):11-18, 1981.
lower than that n the sparse network. In the dense netwoff 0, & Jneen, Feutis B foc ieers ot meble fodter, of
the chance that a faulty link is in the RBFT is lower, and is 155163,
significantly lower when a faulty link is the last outgoing link[5] P. Narvaez, K. Y. Siu, and H. Y. Tzeng. New dynamic algorithms for
of a node. shortest path tree computatiolfEEE/ACM Transactions on Networking

_ 8(6):734-746, Dec. 2000.

The RBFT-based algorithms also have the extra overheadg)fv. D. Park and M. S. Corson. A highly adaptive distributed routing
periodical global flooding. The amortized cost of rebuilding ifggltfiTl?r {ggt;lle wireless network®roc. of IEEE INFOCOMpages
the RBFT is determme_d by the ﬂOOdmg frequency B _We_" J. Raju and J. J..Garcia-Luna-Aceves. A new approach to on-demand
the cost of each flooding. In our case studies, establishing @ gop-free multipath routingProceedings of the International Conference
RBFT in the relatively sparse network takes 12 steps and 292 on Computer Communications and Networks (IG3pgges 522-527,

; ; 999.

messages. It take_s 7 steps and 282 m_essages In_ the I’elatlﬁé?l)é Vutukury and J. J. Garcia-Luna-Aceves. MDVA: a distance-vector
dense network. Figure 8 shows that, in the relatively sparse multipath routing protocol Proceedings of the IEEE INFOCOMages
network, 85% (RS) and 45% (RO) nodes remain marked afte]r 557-564, 200# 4 distributed so . oot

; : : J. Wu. An enhanced distributed solution for generating look-free routes

)

the first 100 link faults. In the re"fmvely dense net\NorK’ 95%; in dynamic networks. Technical Reports, FAU-CS-TR-01-03, Florida
(RS) and 50% (RO) nodes remain marked after the first 200 atlantic University, Jan. 2001.
link faults. If the rebuilding of the RBFT is triggered when
less than 50% nodes are marked, the amortized cost for the

replacement-only (RO) algorithm is 3 messages per link fault

REFERENCES

E. W. Dijkstra and C. S. Scholten. Termination detection for diffusing



