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There is no universally accepted definition or test for the presence and degree of intelligence possessed by a system either man-made or in the natural world.  The founder of A.I. Alan Turing proposed the Turing Test.  The idea was that a human would have a typed conversation with both humans and computers running the AI software in question, if the human could not determine when they were conversing with the computer, then the AI system would pass the “Turing Test.”  This test doesn’t define intelligence, instead it relies on a comparison with an existing intelligent system, the human mind.  There is no litmus test for intelligence.  As our knowledge of the workings of the mind expands, the daunting complexity of the system becomes more evident.  It seems that there is no single process that accounts for intelligent behavior and thus no definitive test. 
General intelligence, as it occurs in nature, is the result of an assorted patchwork of abilities that have developed over millions of years.  One of the most fundamental abilities is pattern recognition.  The ability to recognize patterns is so essential to our survival that our brains often air on the side of caution and perceive patterns when they don’t exist.  We use similar pattern recognition methods in almost all areas of thought.  Analysis of visual data undergoes pattern processing, hence our ability to differentiate objects in our field of vision.  The use of language also requires pattern recognition, translating emotions and feelings into the structured language is an exercise in formulating patterns.
Since pattern recognition and formulation is seemingly ubiquitous amongst the processes of intelligent thought, my project focused on developing language within NARS that mimics the processes of pattern recognition in our brains.  Throughout the course of the last two semesters I have developed this system to the point where NARS can analyze basic patterns.  This project is far from complete, recent methods have suggested that NARS will be able to analyze drastically more complex patterns.
The first important question I had to address was what type of patterns I would work with.  I decided to go with a restricted set of objects with a finite number of qualities to be considered.  My thinking was that the fundamental rules of pattern recognition should be the same regardless of the complexity of the objects in the pattern, thus simple objects would offer the same functionality as complex objects.  I also wanted the structure of the patterns that I analyzed to be similar to series of numbers in mathematics.  This decision had two motivating factors, one was my pre-existing familiarity with analyzing series, the second is that most analysis of patterns in the physical world (physics, chemistry, etc) can be analyzed using mathematics.

The specific objects that I decided to use or elements in my patterns were based upon toys used when playing with babies.  Each element in the patterns is a block that had both shape and color.
The first pattern that I used (called pattern1) is shown below:
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Each element in the pattern can be assigned a name:

[image: image5] = a1

[image: image6] = a2
By stating that elements are members of a set of given qualities NARS can be instructed as to the relevant qualities of each member, for instance:
{a1} --> [red]. 
{a1} --> triangle. 
{a2} --> [blue].
{a2} --> triangle.
Thus qualities can be assigned to elements.  Elements can also be combined using the NAL-4 “product” operator.  The product operator was selected as a means of combining elements since it is order sensitive, in other words (*, {a1}, {a2}) is not equal to (*, {a2}, {a1}) where x is the product operator.  Thus (*, {a1}, {a2}) is an element of pattern1.  In fact, since the product operator is not restricted to two elements, (*, {a1}, {a2}, {a1}, {a2}) is also an element of pattern1. In this context, a “pattern” is a type of relationship among items.
Thus, elements can be described by their qualities and numerous elements can be combined to create fragments of patterns.  However, there is still the matter of how to represent the concept of the actual pattern in NARS.  Specifying fragments that are elements of a pattern is not sufficient.  For instance:
<(*,{a1},{a2}) --> pattern1>.
will provide positive evidence for a red, blue pair being an element of pattern1.  However, when the human mind analyzes a pattern, it recognizes that there is an underlying order, independent of any specific elements, which we can then use to test new fragments not previously mentioned as members in the pattern.  Ideally, there should be statements in NARS that permits similar treatment.
The solution is in how a pattern is defined.  A pattern is a list of statements that specify rules for fragment membership.  These statements utilize variables and implications.  For instance, in the case of pattern1 the following rules apply:
 R#1) Red precedes Blue

< (&&, <#r --> [red]>,<#b --> [blue]>)  ==>  <(*,#r,#b) --> pattern1>>.
R#2) Blue precedes Red

< (&&, <#r --> [red]>,<#b --> [blue]>)  ==>  <(*,#b,#r) --> pattern1>>.
R#3) Red does not precede Red

< (&&, <#s --> [red]>,<#t --> [red]>) ==> (--, <(*,#s,#t) --> pattern1>)>.
R#4) Blue does not precede Blue

< (&&, <#s --> [blue]>,<#t --> [blue]>) ==> (--, <(*,#s,#t) --> pattern1>)>.
All of these statements allow for the inclusion or exclusion of fragments.  However, since the number of potential routes of investigation NARS utilizes increases drastically with each additional statement, it is not sensible to include every potentially relevant statement.  Instead, when testing, only the most relevant statements were chosen to ensure that NARS derived relevant conclusions in the shortest amount of time. The first set of testing that produced important results was performed on pattern1:
Pattern 1:
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Case #1
NARS is provided with three statements
1. <(&&, <#r --> [red]>,<#b --> [blue]>)  ==>  <(*,#r,#b) --> pattern1>>.
This states that in general a red object precedes a blue object.
2. <{r1} --> [red]>.
This states that the object “r1” is red.
3. <{b1}-->[blue]>.
This states that the object “b1” is blue.
NARS us then queried:

<(*,{r1},{b1}) --> pattern1>?

Which asks if the pair “r1 b1” is an element in “pattern1”
NARS output is:
<(*,{r1},{b1}) --> pattern1>. %1.00;0.73% 
Thus NARS has derived that “r1 b1” with a high degree of confidence that “r1 b1” is contained within pattern 1.
Case #2
NARS is again fed three statements, two of which were provided as initial statements in Case #1
1. <{r1} --> [red]>.
2. <{b1}-->[blue]>.
The third statement is the derived result from Case #1
3. <(*,{r1},{b1}) --> pattern1>.
NARS is then asked if the remaining initial statement from Case 1 is true

<(&&, <#r --> [red]>,<#b --> [blue]>)  ==>  <(*,#r,#b) --> pattern1>>?
NARS output is:
 
<(&&,<#1 --> [blue]>,<#2 --> [red]>)==><(*,#2,#1) --> pattern1>>. %1.00;0.29% 
Note that the confidence is only “0.29”  This is a result of there only being one fragment (*, {r1}. {b1}) that is providing evidence.  Case #2’s practical application will be situations in which NARS is provided a large fragment and asked to predict the general rules about the pattern.  In that case NARS would have found multiple fragments that are (red x blue) and the confidence would be greater.
Case #3
In this case, NARS is provided the conclusions of the first two cases and then queried about the color of one of the objects.

<(&&, <#r --> [red]>,<#b --> [blue]>)  ==>  <(*,#r,#b) --> pattern1>>.

<(*,{r1},{b1}) --> pattern1>.

<{r1} --> ?x>?
NARS quickly responds:
 
<{r1} --> [red]>. %1.00;0.40% 
and shortly thereafter:

OUT: (&&,<{b1} --> [blue]>,<{r1} --> [red]>). %1.00;0.45% {101 : 1;2} 
Conclusion from Case # 1, 2 & 3
Although each of the preceding three cases utilize one of the simplest possible patterns, when looked at as a whole, they demonstrate why NARS is the ideal variety of system to tackle these types of tasks.  There are three basic types of statements that are being made.  One describes a quality assigned to an individual argument, the next assigns pattern fragment to a specific pattern and the final assigns a rule to a pattern.  In each of the three above listed cases, NARS  has two of the three statements and can derive the third as a result.  This implies a substantial degree of interconnectivity between the different types of statements.  The next question becomes, can the results be replicated if the patterns in question are composed of ore complex elements (possessing two or more qualities, such as red-triangle, blue-circle)?  The next set of tests seek to address these questions.  First I introduced pattern2:
Pattern 2
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The descriptive rules for pattern2 is extremely similar to pattern1, just with a third "precedes" relation added to the original 2.
 Pattern Descriptions
d1) Red precedes Blue

           < (&&, <#r --> [red]>,<#b --> [blue]>)  ==>  <(*,#r,#b) --> pattern2>>.

d2) Blue precedes Green

< (&&, <#b --> [blue]>,<#g => [green]>)  ==>  <(*,#b,#g) --> pattern2>>.
d3) Green precedes Red

< (&&, <#g --> [green]>,<#r --> [red]>  ==>  <(*,#g,#r) => pattern2>>.
The most substantial result from this pattern was as follows:
IN: <(&&,<#1 --> [blue]>,<#2 --> [green]>,<#3 --> [red]>)==><(*,#3,#1,#2) --> pattern2>>.
IN: <{r1} --> [red]>.
IN: <{b1} --> [blue]>.
IN: <{g1} --> [green]>.
IN: <(*,{r1},{b1},{g1}) --> pattern2>?
OUT: <(*,{r1},{b1},{g1}) --> pattern2>.%1.00;0.66% 
Although pattern1 and pattern2 are extremely similar (both only differ in terms of color, not shape).  This test is important because NARS confidence in this case is ".66" in the case of a fragment of length 2 it was ".73" (see pattern1 Case #1).  The difference between the two confidence values is minimal, which suggests that in the cases of repeating single qualities, NARS should be capable of handling large fragments.  
At this time I introduced a pattern that varied in terms of color and shape:
Pattern 3
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When the rule for pattern3 is expressed in a single line, it appears very daunting.
<(&&,<#1 --> [blue]>,<#1 --> [circle]>,<#2 --> [red]>,<#2 --> [triangle]>) ==> <(*,#2,#1) --> pattern3>>.
This also presents issues when it comes to analyzing pattern fragments for membership in pattern3.  In the case that we only have information regarding either color or shape, not both. In that case the conjunction would not be satisfied.  In traditional logic this could be addressed by using a combination of "or's" and "and's".  However, this would be clumsy and make the statement longer and more confusing.  Since this pattern is easy for us to recognize there should be an alternative approach.  After some trial and error I settled on the following approach:
D#1) <(&&,<#1 --> [blue]>,<#2 --> [red]>) ==> <(*,#2,#1) --> pattern1>>.

Red precedes blue.
D#2) <(&&,<#1 --> [circle]>, <#2 --> [triangle]>) ==>  <(*,#2,#1) --> pattern2>>.

Triangle precedes circle.
D#3) <(&&,<#x --> pattern1>,<#x --> pattern2>) ==> <#x --> pattern3 >>.

If a fragment is in pattern1 and patter2 then it is in pattern3
This approach is useful since it allows NARS to consider each simple pattern separately.  This approach wound up being extremely effective.   NARS was able to derive the original definition:
OUT: <(&&,<#1 --> [blue]>,<#1 --> [circle]>,<#2 --> [red]>,<#2 --> [triangle]>) ==> <(*,#2,#1) --> pattern3>>.
from D#1, D#2 and D#3.  The implications of this result is possibly the most important result so far.  All of the tests conducted previously have been on patterns that only vary in relation to one variable.  The language developed has allowed NARS to extrapolate patterns from fragments and identify correct fragments from pattern rules.  Since the results from pattern3 show that multivariable patterns can be expressed in terms of their single variable components.  This suggests a means to utilize NARS abilities regardless of the number of variables.  The next test was designed to ensure that NARS could identify a multivariable pattern when only provided with single variable rules (and the relation regarding their combination).
IN: <(&&,<#1 --> [blue]>,<#2 --> [red]>) ==> <(*,#2,#1) --> pattern1>.
IN: <(&&,<#1 --> [circle]>, <#2 --> [triangle]>) ==>  <(*,#2,#1) --> pattern2>.
IN: <(&&,<#1 --> pattern1>,<#1 --> pattern2>) ==> <#1 --> pattern3 >.
IN: <{r1} --> [red]>.
IN: <{b1} --> [blue]>.
IN: <{r1} --> [red]>.
IN: <{b1} --> [blue]>.
IN: <(*,{r1},{b1} --> pattern3>?
OUT: <(*,{r1},{b1}) --> pattern3>.%1.00;0.48%
Next I introduced a pattern with two variables but one repeats every third object, the [image: image21]other every two.
This presents a problem because the two fragment rules will be of different lengths. 
  IN: <(&&,<#1 --> [blue]>,<#2 --> [red]>)==><(*,#2,#1) --> pattern1>>. %1.00;0.90% {0 : 1} 
  IN: <(&&,<#1 --> [circle]>,<#2 --> [square]>,<#3 --> [triangle]>)==><(*,#3,#1,#2) --> pattern2>>. %1.00;0.90% {0 : 2} 
  IN: <(&&,<#1 --> pattern1>,<#1 --> pattern2>)==><#1 --> pattern3>>. %1.00;0.90% {0 : 3} 
7
 OUT: <(&&,<#1 --> [blue]>,<#2 --> [red]>,<(*,#2,#1) --> pattern2>)==><(*,#2,#1) --> pattern3>>. %1.00;0.81% {7 : 3;1} 
2
 OUT: <(&&,<#1 --> [circle]>,<#2 --> [square]>,<#3 --> [triangle]>,<(*,#3,#1,#2) --> pattern1>)==><(*,#3,#1,#2) --> pattern3>>. %1.00;0.81% {9 : 3;2} 
At this point NARS just repeats the last two outputs.  However, the two statements will be sufficient to test a given fragment, presuming that the system can resize the fragments.  Which brings us to a phase of the system that still needs to be developed.  It is going to be necessary to develop a means for NARS to analyze fragments of different lengths.  It was shown in pattern1 Case # 2 that NARS can form conclusions about pattern structure when it is given fragments.  The more fragments NARS is given, the greater the number of confirmatory fragments, the greater it's confidence value.  If a system can be developed that allows NARS to break fragments into smaller components, then it will be possible to feed NARS long fragments and allow NARS to perform the analysis.  The greater the length of the fragment, the more examples NARS will find and thus the greater it's confidence.
This next step, which remains incomplete is extremely important to allowing this work to see it's full potential.  Once NARS is able to break down fragments, it will be able to perform many more tasks.  Two sets of patterns can be broken down into their components, rules for each can be developed and then compared.  Once the system has the ability to construct, deconstruct and analyze code it will be possible to look at practical applications.  Initially it should be possible to demonstrate the systems capabilities with simple pattern recognition.  Eventually it could be used to help analyze input from external devices.    
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