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the wireless links without any static network interaction.
Abstract Each mobile host has the capability to communicate
directly with other mobile hosts in its vicinity. They can
also forward packets destined for other nodes. Examples
of such networks are wireless local area networks

Several distributed routing algorithms for wireless
networks were described recently, based on location

gfzzg}ﬁt'?gp(g) ntljr(]jesreaevdallartc))ljti:]/la a?lgzﬁ:rsossézzrgr%r(WLANs), packet radio networks, and sensor networks.
y : greedy 9 &9 They are used in situations like disaster rescues, wireless
node S currently holding the message m forwards m to

one of its neighbors that is the closest to destination. Theconferences in_the hall, battlefields, or monitoring

algorithm fails if S does not have any neighbor that is objects in a.possibly remote or dangerous.enyironment.

closer to destination than S. FACE algorithm guarantees The rqutlng problem is the problem of finding a rogte

the delivery of m if the netWork modeled by unit graph for sending a message from a source to a given
. L . rdestination. Routing becomes very difficult in wireless

is connected. GFG algorithm combines greedy and

. . ) ] networks. In highly mobile situation, the flooding
FACE qlgonthms. G_reedy algorl.thm is applied as.long scheme is the most reliable for sending data packets.
as possible, until delivery or a failure. In case of failure,

. . : : However, since the link channel resource is very scarce
. . . . . . ' . must be devised. Numerous routing protocols have been
which point greedy algorithm is applied again. In this

. proposed in recent years [BMJHJ, RS].
paper we further improve the performance of GFG
algorithm, by reducing its average hop count. First we conAsE[jrur::ct)g dr}ﬁt\{\;]o(;k% HgNembe\sAt/among;d n%e::]:s gi;tr;\phs
improve the FACE algorithm by adding a sooner-back g way.

rocedure for earlier escape from FACE mode. Then Wetransmission rangé(A). Two nodesA and B in the
P P ! network are neighbors (and thus joined by an edge) if the
perform a shortcut procedure at each forwarding node

S Node S uses the local information available to Euclidean distance between their coordinates in the

: network is less than the minimum between their
calculate as many hops as possible and forwards the

packet to the last known hop directly instead of transmission radii (1.ed(A,B) < min {(A), ¥(B)}. If all

forwarding it to the next hop. The second improvement iStransm|SS|on ranges are equal, the corresponding graph is

o nown as theunit graph These models provide
baed on e copcept of domnatng st The netork ofsmoedgmerts o focened mesages
X : : 9 ' The shortest path algorithm does not adapt well to the
each node must be either internal or directly connected

to an internal node. We apply several existin definitionsnewvorks in_which some of the nodes may be
. ’ PR '9 . ~temporarily inactive due to failures or power savings. In
of internal nodes, namely the concepts of intermediate

inter-aateway and gateway nodes. We pronose o ru ‘addition to activity status and location updates for all
9 y 9 y i prop Modes in the network, the updates on the status of every

g:rﬁng?g'n%efngfggetd 2&;;}”?}? fﬁrs(icgggrﬁg{s??]c:hg possible link in the network is needed to guarantee the
9 set, btp Y b ‘availability of shortest path, which is weeptable

\é\éeliv%brta:r?g LO;SaI\'/Zeed {g\,ljt'gfcgfsorif,hg rm:to%uﬁgané%iiquadratic communication overhead. Wireless networks
Y Y P Eequire localized algorithms, in which nodes make

gimepr?nrweeitaro daigeshg\tlvortf;tt thF)eatIZn ?Lgoor;thargditig:ael routing decisions based solely on the information about
P g its neighboring nodes, and the position of destination.

gsf)hugﬂaelfxg?fr?actﬁo?Z?(?seti;[gpglg(geg%{)?i&ﬂ be reduced tQ)ne such method, the greedy routing algorithm, where
' each node forwards message to its neighbor that is

. closest to destination, is based on the location

1. Introduction information supplied by GPS. Its major drawback is high
Wireless networks consist of static or mobile hosts failure rate for low degree graphs. Its major advantage is
(or nodes) that can communicate with each other overthat its hop count is very close to the shortest path



algorithm, whenever the method is successful. Ato location update scheme (e.g. [S]). In this scenario,
localized routing algorithm, called FACE, that delivery is guaranteed unless node movement is
guarantees the message delivery in connected unisignificant with respect to message speed (in which case
graphs, and its improved version, callé&G (Greedy- flooding may be the only feasible solution [HOTV]).
Face-Greedy), that applies the greedy algorithm as muctMoreover, in this application, the network can be
as possible, are described in [BMSU]. We apply the considered static in the analysis of algorithm
concept of internal nodes to improve the delivery rates ofperformance, without introducing significant errors in
GFG algorithm. Another improvement proposed here is measurements.

a shortcut procedure that allows each nodd=ACE This paper is organized as follows. Sections 2 and 3
algorithm to predict few next hops and forward the present a literature reviews on GPS based routing in ad
message directly to the last of these hops. hoc networks, and the concept of dominating sets.

The desirable properties of any routing protocol Section 4 proposes shortcut procedure as the main
include simplicity, loop-free operation, convergence enhancement t6ACE algorithm from [BMSU]. Section
after  topological changes, storage overhead,5 proposes routing algorithm that restricts routing
computational and transmission overhead. The efficiencydecisions to internal nodes only. Performance evaluation
of a routing algorithm is measured by the delivery rateis given in section 6, followed by conclusion section.
and the average hop count. The average hop count is the
number of transmissions needed by a method between 2 Known routing algorithms
source and destination. It is compared with the average _. . . .

Finn [F] proposed a greedy routing algorithm, in

hop count of a shortest path algorithm. The delivery ratewhich source or any intermediate node will choose the

is the ratio of numbers of messages received by uccessor node that makes the best progress toward the

destlnatlon and sent py senders. For a Sho.rteSt.patliestination. The distance to destination is used to
algorithm, and for algorithms that guarantee delivery in a easure the progress. When no node is closer to the

connected graph, the ratio is 1. Therefore the OnIydestination than current nodg, the algorithm fails.

measure used in this paper for comparing routmgPower aware routing algorithms in unit graphs are

algorithms that guarantee the delivery is hop count. studied in [SL2]. Routing algorithms that are based on
The algorithms analyzed and proposed in this paper

) . - o . _depth first search algorithm, merged wiBEDIR, are
guarantee delivery if the position of destination is roposed in [SRV]. These algorithms require nodes to
accurate. Sensor networks are important kind of wirelesg ! OPOSE t 1 'ﬁ. hi ﬁ ) " tr? h
networks whose nodes may be considered fixed. Thesg:em%r]lze %"."S ra dlc’h W ICThIS nof e CaSDeESWI
networks may have thousands of sensors that changg gorithms  discussed here. The perjormance

) . , ased routing algorithms can also be improved by
their status between active and passive, and therefore NINg | I nod R
shortest path algorithm is not feasible in such case In2PPYINg Internal node concept [SRV]. :
X Bose, Morin, Stojmenovic and Urrutia [BMSU]

some cases nodes in sensor networks may move (if . ! . )
) . . described a GPS based localized routing algorithm
attached to people or vehicles or if moved by wind), but = . :
which guarantees the delivery for wireless networks

the destination can be a fixed central facility known to ; . -
X . . modeled by unit graphs, assuming only that the graph is
all sensors, which collects information from sensors. " L
connected. The only additional constraint is, of course,

When the position of destination is fixed, as in this o S
. . ; that the position of destination (as recorded by the sender
scenario, the algorithms discussed here guarantee ;
. ; node) is reasonably accurate. &tbe the graph that
delivery as long as the location updates are regularlycorres onds to the wireless network. Thus it contains
updated between moving neighboring nodes. If verticeg and two vertices are connécted by an edge if
destination is moving, as in the case of ad hoc networks ' y 9

routing algorithm may begin by sending message to theand only if the distance between thers#s
The algorithms works as follows. In the first phase,

!atest k’?OW” quatlon of'destlnatlon, and modify the construct planar connected subgrdplof G. P is the
information by intermediate nodes as the message

approaches destination. Since this approach ma no&ntersection of unit graph and Gabriel grais on the
pp : . . bp Y NOetsof n given nodes, defined as follows. Ldisk(u,v)
guarantee delivery and may increase hop count

significantly, we believe that a better approach will be the disk with diametdu,v). Then, the Gabriel graph

apply a destination search method using short probeGG(S)IS a graph in which edgi,v) is present if and

messages (containing search information but not actuaPnly If disk(u,v)contains no other points 8t The planar

message), then routing from destination to sender Withsubgraph is constructed in localized manner. Adie
’ , . one of nodes, an® one of its neighbors. EdgaB
short message, and finally routing full (actual) messagebelongs toP if and only if the circle with diametekB

from source to destination whose location is detected.does not contain any other node fra It suffices to
The destination search step may apply a flooding W|thC eck, for each neighboring nod@ of A, whether

redgced number of retransmissions (such as one basel M|<|AB|/2, whereM is the center of the circle, that is
on internal nodes [SSZ]) or another method that is IInkedthe middle point betweeA andB. Alternative criterion



is the following: an edgéB is included in the subgraph only. Eventually, the packets reach the destination
if and only if /ACBis acute, for each joint neighb@rof internal node which is either the destination node itself
A andB. In the second phase, a path between sourceor neighbor of the destination node. In the later case, the
nodeS and destination nod® in P is constructed. It is  destination internal node forwards the packets directly to
based on traversing faces that intersect imaginary lineghe destination node. Such routing is suggested for the
from source to destination. shortest path, and DSR (dynamic source routing) [WL].
The paths generated b¥ACE algorithms are Wu and Li [WL] proposed a simple and efficient
considerably long. However, nodes do not need todistributed algorithm for calculating connected
memorize past traffic in order to forward the messagedominating set in ad hoc wireless networks, where
correctly. Also, at each step there is exactly one copy ofconnections of nodes are determined by their
the message in the network. TRACE algorithm may  geographical distances. They introduced the concept of
be used in practice in combination with an algorithm that anintermediatenode. A nodé\ is anintermediatenode
performs well whenever it does not fail, such as greedyif there exist two nodeB andC (different fromA) such
routing scheme. [BMSU] proposed an algorithm that thatA is on a shortest path between them. The length of
begins routing withgreedy scheme until message is path is equal to the number of hops (that is, hop count, or
delivered, or fails at a nod€. The failure node is number or transmissions) needed to reach the destination
defined as nod€ which has no closer neighbor B from a given source. Next, they proved that a n&ade
than itself. Such choice node enables to prove that the&n intermediate node if and onlyAfis on a shortest path
combined algorithm remains loop-free, and guaranteesetween two nodes that ameeighbors of A. This
delivery. At C, FACE algorithm is invoked which criterion is equivalent to finding whether there exist two
guarantees delivery. The algorithm is further improved, neighbors ofA that are not direct neighbors themselves.
by proposing GFG (Greedy-FACE-Greedy)routing If location information (that isx- andy-coordinates) of
scheme. In this scheme, routing follows greedy methodnodes are not known to nodes then the list of 2-hop
until a nodeC is reached that has no neighbor closer to neighbors (that is, neighbors of each neighbor) suffices
destination than itself. The distande|CD| is attached to make such decision at each node (and these lists can
to the message, ar@ invokes FACE algorithm which be directly exchanges between neighboring nodes). On
runs until message is delivered, or a n&dsuch that the other hand, if nodes know the location of all its
[BD|<d is found. Routing then continues again with neighbors, andG is unit graph, then each node can
greedy until message delivery of the next n6dbat has  determine whether or not it is an intermediate nodes in
no closer neighbor to destination. Thus the number ofO(K’) computation time (wher& is the number of its
switches from greedy td~ACE and back may be neighbors), and without any message exchanged with its
arbitrary, but each switching node is closer to destinationneighbors for that purpose.
than the previous one. The performance evaluation in Let V' be the set of intermediate nodes, &idbe the
[BMSU] shows that, and in case of low degree graphscorresponding induced subraph®fthusV' is the set of
with few hundred node&FG generates paths which are vertices of G). G' is connected subgraph [WL].
on average up to 3.5 times longer than paths generateBijskstra’s shortest path algorithm applied on
by shortest pathSP algorithm. In case of high degree intermediate nodes produces the shortest possible path
networks, the performance GfFG is very close to the between any two nodes [WL]. The maintenance consist
performance ofSP algorithm. Improving the algorithm  of verifying the intermediate status for each node in the
performance for low degree graphs is the researchpresence of topological changes, and propagating the

problem studied in this paper. new intermediate status to the rest of network if it
changed for a given node.
3. Dominating sets and internal nodes Wu and Li [WL] introduced also two rules that

A set is dominating if all the nodes @are either in  considerably reduce the number of internal nodes in the
the set or neighbors of nodes in the set. Nodes thafiefwork, and proved that these rules preserve network
belong to a dominating set will be called, in this paper, connectivity after eliminating additional nodes from the
internal nodes fo6s (of course, a different definition for ~dominating set. LetN(u) be the (open) set of all
dominating set leads to different set of internal nodes).neighbors of nodel, and letN[u]=N(u) O {u} be the
Routing based on a connected dominating set iscorresponding closed neighbor set, that is the set of all
frequently used approach [WL], where the searchingneighbors andi itself. Suppose that each node has a
space for a route is reduced to corresponding internabniqueid number (it may be obtained by generating a
nodes. The routing process, in this approach, is dividedrandom number in [0,1], or usecoordinate asd). Let
into three steps. If source node is not an internal node, it!s defineinter-gateway nodes as nodes intermediate
forwards the packets to one of its adjacent nodes. Thigiodes that are not eliminated by Rule 1. Next, let the
internal node then acts as a new source to route th@atewaynodes be those intermediate nodes that are not

packets in the reduced graph consisting of internal nodegliminated by both rules. Rule 1 [WL] is as follows.



Consider two intermediate nodesandu. If N[v] O A needs to know the location of each neighboBpfC
N[u] in G andid(v) < id(u), then nodev is not an inter-  andE, in order to predict that the message will traverse
gateway node. In other words, if any neighborvadk indicated path. Instead of forwarding the messadg
also a neighbor ofi, andv is connected tal and has can forward the message directly & making a
lower id, then any path via can be replaced by a path shortcut. Note thaA can predict next hops even if face
via u, thus nodev is not needed as internal node. We is changed in the process.
may also say that nodeis 'covered' by node. Observe In order to apply the shortcut procedure, neighboring
that the hop count between any two nodes does notiodes need to exchange the list and location of their
increase by applying Rule 1, since a segnpetof a neighbors, in addition to their own location, whenever a
path between source and destination is replaced by &hange in local topology occurs. In other words, 2-hop
segmenpuq, which does not change the hop count. local information is needed.

The number of internal nodes (that is, gateways) can
be further reduced by applying Rule 2 [WL], as follows. 5. Routing via internal nodes

Assume that, after applying Rule d,andw are two We propose to applEFG algorithm on the set of
gateway neighbors of a gateway nadéf N(v) 0 N(U) jnternal nodes. The message is sent from source node to
0 N(w) in G andid(v) = min {id(v), id(u), id(w}, then  one of its neighboring internal nodes that is closest to
nodev is declared a non-gateway node. In other words, ifdestination (node that such internal node does not need
each neighbor of is a neighbor ofi or w, whereuand {9 be closer to destination than the source itself). The
w are two connected neighbors wef thenv can be  routing algorithm is then restricted to the set of internal
eliminated from the list of gateway nodes (when, in nodes. The route follow§FG routing algorithm, non-
addition, v has lowestid among the three). The hop internal nodes being ignored. The algorithm terminates
count between a source and destination node mayyhenever an internal node that is connected to
increase by one in this process, since a segmendf  destinationD is reached. At this point, the message is
the path between them is replaced by one hop longegelivered toD. One possible improvement faBFG
segmentpuwg Observe that, for both rules, each node gigorithm can be defined as follows. We shall define
may decide to withdraw from the list of internal nodes GFG-sooner-backalgorithm that run$ACE algorithm
by knowing its 1-hop neighbors only, since location yntil a nodeB is found that has at least one neighbor that
information suffices to check whether all them are has distancecd to destination. The algorithm switches
neighbors of neighboring internal nodes. OtherWise, list back to greedﬁ|gorithm at nodd. This GFG-sooner-
of 2-hop neighbors is necessary for that decision. backversion is likely to return back to greedigorithm
Stojmenovic, Seddigh and Zunic [SSZ] proposed to from FACE mode few hops sooner th&FG will do. If
replace noddds with a record degree,x, y), where B has few neighbors at distance from destination, the
degreeis the number of neighbors of a node, armhdy  closest one is chosen, according to greedy scheme. In the
are its two coordinates in the plane (if available, performance evaluation given in the next sect®RG
otherwise they may use a random number instead). Invefers, in fact, t@FG-sooner-backersion.
both rules from [WL], nodes compare first their degrees,  Further improvement oGFG algorithm is obtained
and node with higher degree has greater chances dhy applying shortcut procedure, as described in the
remaining an internal node. In case of t'bespordinate revious Section, wheréFG-S a|gorithm is described.
is used to resolve. The information about the degree OThe performance evaluation given in the next section

neighboring nodes may be gathered together Wwithseparate§FG andGFG-Salgorithms.
information about their location.

6. Performance evaluation

4. Shortcut FACE algorithm h : . .

: _ _ _ e experiments were carried using random
~ One of main problems witRACE algorithm, causing  connected unit graphs, which were generated as follows.
its increased hop count, is that the planar subgrapheach ofn nodes is chosen by selecting isand y
construction phase favors short edges over long ones. Aqordinates at random in the interv@J100. In order to
route between source and destination is therefore |ike|ycontr0| the average node degrd:a/ve sort a”n(n-l)/z
to contain a number of short edges. This means that gpotential) edges in the network by their length, in
nodeA in the path might have, in addition to forwarding increasing order. The radiuR that corresponds to
node, few more nodes in the same path as its neighborghosen value of is equal to the length afd/2th edge
Can A predict few hops in the path? Consider an jn the sorted order. Dijkstra’s shortest path algorithm can
example where noda is neighbor of nodeB, CandE  pe used to test whether a graph is connected.
on a pathABCEF... toward destination. Each node  Comparison of intermediate and inter-gateway node
makes forwarding decision based on the location of itShased routings show that intermediate node definition

neighbors, destination, and the last interseckoof an  performs notably worse but not by large difference. The
edge with directiorSD (source-destination). Thus node



FACE algorithm alone has up to 8% longer paths, while path lengths, we conclude that inter-gateway node
GFG andGFG-Salgorithm have up to 3% longer paths. definition is the one that has the best performance.
The differences are larger for smaller degree graphs. A Table 1 gives average hop counts for several routing
very close performance GFG andGFG-Son the inter-  methods that guaranty message delivery. Averages are
gateway and gateway node dominating sets wastaken over 20 connected graphs (different for diffec@nt
observed, with differences being always below 1%. and each source-destination pairs. The number of nodes
Although gateway node definition apparently reduced ranges fronn=40 ton=100, and degrees are from 3 to
the size of dominating set, it increases the path lengths at0. Data for only inter-gateway node definition of
the same time, and, interestingly, the same result at thelominating sets are shown. Four such methods are
end is obtained. Because of simplicity and preservingindicated with suffix ‘IG’. Methods that use shortcut
procedure have suffix ‘S’.

Degree 3 4 5 6 7 8 9 10
FACE 33.026.4 159 12.1 10.7 95 7.8 7.6
FACE-S 26.118.5 10.3 7.1 58 49 40 3.6
FACE-IG 23.318.8 13.0 10.2 9.3 83 7.2 6.9
FACE-IG-S 195142 88 64 55 46 3.8 35
GFG 205144 76 52 42 36 31 29
GFG-S 17.811.7 65 4.7 39 35 31 29
GFG-IG 153115 6.8 49 41 36 3.1 29
GFG-IG-S 14.210.2 6.1 45 3.8 34 3.1 28
SP 89 64 50 41 36 33 3.0 28

Table 1. Hop counts for considered routing methods#$60 andd=3-10

Let us define thalilation as the ratio of hop count algorithm with guaranteed delivery whose excess in
for given method and the hop count ®P (shortest hop count with respect to the shortest path algorithm is
path) algorithm. It is desirable to have the ratio as close under 60% ford=3. Thus improvement of adding
to 1 as possible. The largest dilation reported in internal node concept and shortcut procedure over
[BMSU] for GFG algorithm (without shortcut former GFG algorithm in terms of dilation is about
procedure) was 3.5 (for=100 andd=4), and our goal 30% for lower degree graphs. In fact, the improvement
was to reduce that number as much as possible. For is much higher if measured in terms of excess path
n=60, the largest dilation reported in [BMSU] was 2.3, rather than full path. Obviously we cannot improve the
for d=4 (no values were reported br3). length of the shortest path, thus we can improve only

It can be observed th&ACE-Salgorithm, that is the length of additional path. In this respect, the 1.3
FACEalgorithm enhanced with shortcut procedure, has  ‘added dilation’ of GFG [BMSU] is reduced to 0.6
very low dilation for high degree graphs (under 1.7 for  added dilation, thus over 53% reduction.

d = 7). FACE-IG-S(the previous algorithm applied on Table 2 shows the dilations for number of nodes
inter-gateway nodes) comes even closer, under 1.6 for ranging from 40 to 100, and degrees between 3 and 10.
d = 5. GFG-Sreduces the dilation from 2.3 to under 1.9 Clearly, the proposed localized algorithm compares
for d>4, GFG-IG to under 1.8, and finallBFG-I1G-S very well with the global shortest path algorithm,
to under 1.6. Thus we obtained localized routing  especially for dense networks.

n\d 3 4 5 6 7 8 9 10

40 1.45 126 115 108 103 1.02 101 1.01
50 1.52 143 125 108 104 104 104 1.02
60 1.60 158 124 110 106 104 101 101
70 1.85 153 126 111 112 102 102 1.02
80 2.00 174 126 118 110 1.07 104 1.02
90 2.17 169 141 116 110 108 104 1.02
100 2.27 208 141 117 111 104 103 1.03

Table 2. Dilations oGFG-1G-Salgorithm



Conclusions

The performance evaluation of our algorithm
demonstrated that very significant improvements were
obtained, and that proposed improvements to routing
algorithm lead to algorithm that perform very close to
the performance of the shortest path algorithm for all
graph average degrees.

We are currently developing power aware routing
algorithms with guaranteed delivery [SD], by merging
algorithms from [SL2] with improved FACE
algorithm. One of the problems associated with
dominating set definition used in this paper is their
fixed status in the absence of node mobility, causing
more energy consumption at internal nodes. We are
investigating [WGS] an alternate definition of
dominating set, that will take node remaining battery
level into consideration. This will enable change of
internal node status in favor of nodes with more battery
power.

The GFG algorithm, enhanced by shortcut
procedure inFACE mode, and applied on internal
nodes, may be applied to solve geocasting problem. In
geocasting problem, a message is to be sent from a
node to all nodes within a region (e.g. circl&FG
may be used to route toward the center of the
geocasting region until a point inside the region is
reached. The algorithm then switches to flooding with
retransmission savings [SSZ].

It is also an interesting problem to find another kind
of planar subgraphs which is denser than Gabriel graph
(GG). FACE routing algorithm may perform better if
more faces and edges are present in the subgraph. The
new kind of subgraphs needs also to be defined locally,
without any message exchange. Delaunay triangulation
(DT), for instance, is denser subgraph but is not locally
defined. GG is subgraph of DT. It is well known [BM]
that GEDIR guarantees delivery in DTs, thus DT is a
good candidate for study. More precisely, to include
the largest possible portion of DT in the planar
subgraph, which can be locally found. For instance,
each triangle in DT contains no other point from the
set, which can be used to include all such triangles
whose all sides have size comparable to unit graph
radius and therefore locally detectable. Note that the
circumscribed circle of that triangle should also be of
locally manageable size. Further improvements in the
algorithm performance could be obtained by following
this approach.
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