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Abstract— A wireless sensor network consists of nodes that
can communicate with each other via wireless links. One way to
support efficient communication between sensors is to organize
the network into several groups, called clusters, with each cluster
electing one node as the head of cluster. The paper describes a
constant time clustering algorithm that can be applied on wireless
sensor networks. This approach is an extension to the Younis and
Fahmy method [1]. The simulation results show that the extension
can generate a small number of cluster heads in relatively few
rounds, especially in sparse networks.
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I. I NTRODUCTION

In a wireless sensor network, all nodes are alike. There is
no base station to coordinate the activities of nodes. Thus,
all nodes have to make decisions individually. All commu-
nications are over wireless links. A wireless link can be
established between a pair of nodes only if they are within
the wireless transmission range of each other. The wireless
links are symmetric: a node can send the message to another
node if and only if it can receive from the other end of link.

Sensor networks are widely used in military surveillance,
building security, and harsh physical environments. Inexpen-
sive sensor nodes are deployed to the sensing area with little
mobility and high density. The sensor nodes have very limited
battery power and computing capability. Hence, the sensor
networks should be well organized to meet the task. The
objective of the clustering algorithm is to partition the network
into several clusters. The advantages of clustering algorithm
are:
• reducing routing table size,
• reducing the redundancy of exchanged messages,
• reducing the energy consumption, and
• extending the networks lifetime.
Younis and Fahmy proposed HEED (Hybrid Energy-

Efficient Distributed clustering) [2] as a probabilistic clustering
algorithm. This paper will propose an improved version of
HEED. The extension includes three phases:

1) perform the core algorithm [2] to eliminate some nodes,
2) apply the original HEED algorithm, and
3) apply the core algorithm again instead of simply electing

all uncovered nodes as cluster heads.

The rest of this paper is organized as follows: Section 2
describes existing various clustering formation approaches.
Section 3 presents the new approach of cluster head (CH)
election. Section 4 presents the simulation results. Section 5
concludes this paper.

II. RELATED WORK

Many clustering algorithms for ad hoc and sensor networks
were proposed in the last few years. The traditional clustering
algorithm [1] (also called the general clustering algorithm) is
as follows: each node sends an election message including
node ID or cost to each of its neighbors, and receives the
information from its neighbors. Each node checks if there
are some CHs around. If the CHs exist, it will keep silent;
otherwise, it will elect itself as CH. The time complexity of
traditional clustering is O(n) in the worst case and O(log n) on
average. The message complexity is O(1) for one node, and
O(n) for the networks.

In [2], a clustering algorithm called HEED (Hybrid Energy-
Efficient Distributed clustering) is proposed. The pseudo-code
of the HEED algorithm executed by each node is given below:

I. Initialize
1. Snbr ← {v: v lies within my transmission range}
2. BroadcastSnbr

3. is final CH ← FALSE

II. Repeat
1. If ((SCH ←{v: v is a CH}) 6= ∅)
2. my clusterhead← leastcost(SCH )
3. If (my clusterhead = NodeID)
4. If (CHprob=1)
5. Clusterheadmsg(NodeID, finalCH, cost)
6. is final CH ← TRUE
7. Else
8. Clusterheadmsg(NodeID, tentativeCH, cost)
9. Else If (CHprob=1)
10. Clusterheadmsg(NodeID, finalCH, cost)
11. is final CH ← TRUE
12. Else If Random(0,1)≤ CHprob

13. Clusterheadmsg(NodeID, tentativeCH, cost)
14. CHprovious ← CHprob

15. CHprob ← min(2 × CHprob, 1)



16. UNTIL CHprovious = 1

III. Finalize
1. If(is final CH = FALSE)
2. If ((SCH ← v: v is a final CH) 6= ∅)
3. my clusterhead← leastcost(SCH )
4. join cluster(clusterheadID, NodeID)
5. Else Clusterheadmsg(NodeID, finalCH, cost)
6. Else Clusterheadmsg(NodeID, finalCH, cost)

The above algorithm is an iterative process. Initially, each
node has a small probabilityCHprob of becoming a CH. This
probability is also used to limit the number of iterationsNiter.
During each iterationi (1 ≤ i ≤ Niter), every uncovered
node (i.e., it has not heard from tentativeCH or a finalCH)
volunteers to become a CH with a probabilityCHprob. Each
node maintains a set of neighboring tentative CHs,SCH . A
nodevi selects its CH (myclusterhead) to be the node with
the lowest cost inSCH . Note thatSCH may includevi itself
if it is selected as a tentative CH. The probabilityCHprob is
doubled after each iteration.

If a node becomes a CH, it broadcasts a message clus-
ter headmsg(NodeID, selectionstatus, cost) to its neigh-
bors, in which the selectionstatus is set to tentativeCH if
CHprob < 1, or final CH if CHprob ≥ 1.

III. T HE PROPOSEDCLUSTERING ALGORITHM

Assume a set of sensors is deployed in a rectangular area:
• Nodes in the area are uniformly distributed.
• The node location is unknown, but every node knows

which others are its neighbors.
• The transmission ranges are uniform.
• The link between two nodes is bi-directional.
In the first round the core algorithm [6] is used, where each

node will check if its cost is the least among its neighbors
(include itself). If it is the node with the lowest cost, it will
set itself as core head; otherwise, it will set the least cost
neighbor as core.

After the core election, the cluster head election will exclude
the non-core nodes. As in HEED, every node has a small
initial probability CHprob, which is computed from a pre-
determined number of iterations. During each iteration, each
uncovered node becomes a tentative CH with a probability of
CHprob, and resolves conflictions among neighboring tentative
CHs with a certain node priority, such as residual energy level
and node ID. All nodes double theirCHprob for each iteration.
The entire election process (step II in the pseudo code) repeats
until the values forCHprob of all nodes reach 1.

In the final round, final CHs are considered as CHs, and
tentative CHs non-CHs. Every non-CHs must have one neigh-
boring final CH with the highest priority as its CH; otherwise,
it is uncovered. All uncovered nodes run the core algorithm
to elect some extra CHs. Each uncovered node selects a node
with the highest priority in its neighborhood (including itself)
as a CH to cover itself.

The pseudo code of the extended algorithm (called the
Extended HEED) are as follows:

I. Initialize
1. Snbr ← {v: v lies within my cluster range}
2. BroadcastSnbr

3. is final CH ← FALSE
4. Get the node ID of the least cost node among its

neighbors
5. set the node as my core

II. Repeat
(Exactly same as original algorithm)
UNTIL CHprovious = 1

III. Finalize
1. If(is final CH = FALSE)
2. If ((SCH ← v: v is a final CH) 6= ∅)
3. my clusterheade← leastcost(SCH )
4. join cluster(clusterheadID, NodeID)
5. Else
6. find the least cost node among its neighbors as

CH
7. If (clusterheadID = NodeID)
8. Clusterheadmsg(NodeID, finalCH, cost)
9. Else
10. join cluster(clusterheadID, NodeID)
11. Else Clusterheadmsg(NodeID, finalCH, cost)

Figure 1 shows an example of the Extended HEED. There
are 500 nodes deployed in a 100× 100 area, with a transmis-
sion range of 10 and an initialCHprob of 0.01. The algorithm
takes 7 rounds and elects 64 CHs (represented by black nodes).
A solid line represents a wireless link connecting a non-CH
(represented by white nodes) and its corresponding CH. A
dotted line represents a link between a non-CH to a CH of
a neighboring cluster. In some rare occasions, two CHs are
neighbors, which is also represented by a solid line.

IV. SIMULATION RESULTS

The general clustering algorithm (GC), HEED and Extended
HEED (Extended) have been simulated in random networks
with 1000 nodes deployed in a1000× 1000 area.

Figure 2 shows the number of CHs of different algorithms,
when the transmission range varies from 25 to 400. Under all
transmission ranges, GC has the smallest number of the CHs,
but GC has the non-constant number of rounds. In the worst
case, the number of rounds equals to the network diameter.
Both HEED and Extended use a constant number of rounds.
Extended has a smaller number of CHs than HEED.

Figures 3 to 5 compare HEED with Extended under dif-
ferent transmission ranges (25, 50, and 100) and numbers of
rounds. Simulation results show that Extended elects fewer
CHs than HEED under all situations. The difference is more
significant with relatively small transmission ranges and small
numbers of rounds. In summary, compared with HEED, Ex-
tend performs much better in relatively sparse networks, when
the number of iterations is limited.



Fig. 1. The result of Extended HEED.

V. CONCLUSION

In this paper, we presented an extended probabilistic al-
gorithm for Hybrid Energy-Efficient Distributed clustering
(HEED) [2]. Because our algorithm adds two more steps to
eliminate a large quantity of nodes, and only potential candi-
dates can survive to participate in the cluster head election, it
is more efficient than the original HEED. Simulation results
have confirmed the above statement.
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Fig. 2. Number of CHs vs. transmission range.
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Fig. 3. Number of CHs vs. number of rounds (transmission range is 25).
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Fig. 4. Number of CHs vs. number of rounds (transmission range is 50).
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Fig. 5. Number of CHs vs. number of rounds (transmission range is 100).


