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Abstract—In this paper, we develop a localized algorithm for itself until it meets with other nodes, i.e. a connectiorsprés,
the routing problem in delay tolerant networks (DTNs). We first  and then forwards the message. The current algorithms for
design a modeling approach to derive a weighted graph from [N routing can be classified into several categories based

the DTN, taking into consideration the obtained history coract hether the fut t and ti tat f
information of the nodes. This modeling provides adaptiverss on whether the future movement and connection stalus o

by accommodating diverse network predication characteriics. the network is known/predictable [28]. Deterministic riogt
Based on the derived weighted graph, we then put forward the history or predication-based routing, and epidemic raytare
concept of adelay tolerant network backborfer the DTN. When  each dedicated to a different degree of obtained knowledge
only the nodes in the backbone forward data, the routing in tre  \o4a:ding the prediction of the future movement pattern of
DTN is achieved with the optimal performance in terms of the .
expected end-to-end delivery latency. This work is inspire by the nodes. In these approaches,_ a node, upon the r_eceptlon_ of
widely used virtual backbone-based routing for mobile ad he €ach message, based on available network status informatio
and sensor networks. In DTNs with intermittent connectivity, we  uses different mechanisms to predict future contacts vifiero

explore the meeting frequency between nodes for the constrtion  nodes and then decides whether and to whom to forward the
of the backbone. Accordingly, we develop thedelay tolerant message.

connected dominating set (DTCD&}p an approximation to the e .
delay tolerant network backbone, and further formalize the For_most DTNs, nqde mOb'l'tY IS not entl_rely random,
problem of minimum equally effective DTCDS. A localized €specially when the wireless devices are carried by humans,

heuristic algorithm for constructing an efficient DTCDS is and hence, the social interactions of these carriers witlodly
proposed. Performance studies include a theoretical analys and  affect the communication among the devices and offer some
a comprehensive simulation on the proposed algorithm. movement patterns for the nodes in the DTNs. One promising
Index Terms—Broadcast, connected dominating set (CDS), way of predicting future contact likeliness is to aggregate
delay tolerant networks (DTNSs), wireless communication. contacts in the past to a social graph and then use metrits fro
complex network analysis (i.e. centrality and similarity)
make forward decisions [2]. There are two potential prolslem
Recently, there have been many research activities in thiethis method. One is that with a link between two nodes
area of intermittently connected wireless networks known @ndicating that they have seen each other in the past, the
delay tolerant networks (DTNs) [28]. Compared with thguantity of the meeting frequency cannot be specified. A
similar wireless and mobile networks, such as mobile ad haeighted graph is expected to provide better predictiore Th
networks (MANETS) and wireless sensor networks (WSNs)ther is that the approach of a node, upon the reception bf eac
where a connection is presented for most network parts ameéssage, is to run the algorithm to decide forwarding status
for almost all time, DTNs are featured by the intermitteri-co for this specific message, which is costly. A more general
nection. Therefore, the routing protocols for MANETS, sucforwarding/non-forwarding status for each node is expkcte
as AVDO and DSR, that assume a contemporaneous endttprovide higher efficiency.
end path between any source and destination pair, do not workn this paper, we develop an adaptive backbone-based rout-
in DTNs. Novel routing schemes that are dedicated to DTNisg approach for DTNs with diverse connection predication
need to be developed. DTN-oriented routing also will seraharacteristics. We first design a modeling approach for TN
as an effective complement to traditional centralized l@8® When the past meeting frequency of two nodes is known,
communication. For example, the research on mobile cellulae can assign an edge between these two nodes and use the
traffic offloading explores possible DTN routing, as to copfgequency as the weight of this edge. In this way, a weighted
with huge traffic growth, and provides cost-efficiency [14]. graph can be derived from a DTN with a certain degree of
The disconnection in DTNs is largely due to the largeknowledge on node movements. The edge weights are used to
scale movement of wireless nodes. On the other hand, mesgaigelict expected delivery latency. Inspired by the conaept
delivery in such networks is also realized with the help ad@o virtual network backbone in MANETS, we propose ttelay
movements. A “store-carry-forward” mode is adopted wheretalerant network backbonér DTNs. The derived graph is
node receives a message, stores the message and carribs itmdre dense (i.e. has a higher average node degree) if more

I. INTRODUCTION



approach to derive a weighted graph for the DTN, which
provides adaptiveness in regard to the different degrees
of available knowledge on node movement pattern and
the prediction on delivery latency.

2) The delay tolerant network backbone concafpe put
forward the concept of a delay tolerant virtual net-
work backbone that can be constructed on the derived
weighted graph, for effective and efficient routing in

. . DTNs.

2 (n double-crcle form & tracitonal conmected domingtset | 3) The DTCDS problemWe develop the delay tolerant

connected dominating set (DTCDS) concept as an ap-

proximation to the delay tolerant network backbone,

information on node meetings is obtained. and formalize the minimum equally effective DTCDS
The virtual backbone in MANETS is virtual in that the problem with analysis.

connections are wireless, while this proposed virtual baclke 4) Heuristic localized solutions to the minimum equally

for DTNs is “virtual” in that, over time, the intermittent effective DTCDS problenmVe propose an approach to

connections among nodes form a network backbone and construct a small and efficient DTCDS for routing.

can provide delivery for delay tolerant messages. Routing i 5) Performance analysisie study the performance of the
DTNs based on the virtual backbone will be adaptive since  proposed methods through both theoretical analysis and
the construction of the backbone depends on the collected simulations.

information of nodes’ past meeting frequency. With more The remainder of the paper is organized as follows: Sec-
knowledge, the generated backbone will be more efficieon || introduces some preliminary works. Section Iil peass

i.e. relatively smaller in size. In an extreme case when RRe proposed concept of delay tolerant connected domiatin
prediction is available, the backbone will be the entireveek,  set and formalizes the problem of minimum equally effestiv
where only epidemic routing or other flooding based methogfrcps. section IV describes the proposed local heuristic al

then may be applied. _ gorithm. A performance study through simulation is presént
Due to the similarity between virtual network backbone faf, section V. The paper concludes in Section VI.

MANETSs and the delay tolerant network backbone for DTNs,
we further put forward thelelay tolerant connected dominat- [I. PRELIMINARIES

ing set (DTCDS)concept to approximate the delay tolerant \ve review some work on DTN routing and connected

network backbone. Taking both efficiency and effectiveneggminating set (CDS) construction approaches in MANETS.
into consideration, we accordingly formalize tmeinimum

equally effective DTCDS problerihat is, a DTCDS that is A. Routing in DTN

with the minimum nodes (efficiency) and maintains the sameWwith intermittent connection, any routing approach devel-
expected message delivery latency with that in the origingbed for DTNs implements message delivery in the manner of
DTN (effectiveness). “store-carry-forward” [4]. Different routing approachésve

A localized solution is even more desired in DTNs thadifferent ways for the node with a message to decide whether
in MANETS, since the information concerning the wholeéo forward, whom to forward to, and how many times to
network is hard to collect in an intermittently connecteébrward when connections are presented. These decisiens ar
network. We design thaccumulated node coverage conditiormade according to the knowledge obtained on the future
for the minimum equally effective DTCDS problem, wherénovement and connection status of the nodes. The routing
each node, after obtaining the meeting frequency with othgbproaches can be classified into the following categories
nodes, decides whether to serve as DTCDS node and help vs#ised on the different degrees of the network behavior pre-
forwarding or withdraw in a localized manner. diction [28].

Figure 1 is a sample DTCDS in dark nodes. The weightedwhen no prediction is available, blind flooding is the only
graph is derived to represent the DTN where the numbgay to provide message delivery with optimal latency. In
over each edge is the past meeting frequency of the two eD®Ns, the blind flooding idea is called epidemic routing [22]
nodes. Two nodes without an edge are not meeting. With theepidemic routing, a node with a message will transfer the
forwarding by only dark nodes, any message can be deliveigdssage to all other nodes that it meets who do not have this
end-to-end. The expected end-to-end delay remains the samsssage. The delivery ratio is very close to optimal. Howeve
with that of when all nodes forward messages (see Section|Htge buffer capacity is needed. In another version of epide
for a detailed calculation on this example). routing, the source will only delivers to the destinationenh

This paper focuses on using the DTCDS concept to cofirey meet [6]. In this case, message propagation is eliethat
struct a delay tolerant network backbone for DTN routingyut huge and usually unacceptable delay is expected. Haweve
The main contributions are the resultant delay does provide a theoretical bound for the

1) Delay tolerant network modelingVe design a modeling purpose of research.



When the network future movement is completely knowmultipoint relay (MPR) [20], and MPR extensions [16]. In[1]
by some kinds of prediction mechanisms, the design tfe self-pruning rule, Rulé is proposed, which is a general
routing is relatively more deterministic. Such as in [5]ethform of Rules 1& 2. In Rulek, a node can be withdrawn
message delivery path is explicitly selected with the hdlp rom the CDS if all its neighbors are interconnected via
the knowledge on hosts’ motion. A more detailed work was (k > 1) nodes with higher priorities. The probabilistic
proposed in [11] where different knowledge, such as costa@pproximation ratio of Rulé: is O(1). Wu and Dai further
summary and traffic demand, is analyzed, and differentmgutipropose the coverage condition for self-pruning in [25]jckh
approaches were developed based on different knowledgje sedin be viewed as a generic framework for several other
The work in [18] models the network motion with a spaceexisting broadcasting algorithms. Some new techniquek suc
time graph, and uses dynamic programming to find shortest cooperative communication can also be explored for the
paths for the routes. There is another kind of DTNs where tleenstruction of more efficient CDS [24].
node movement is under control (or partial control). Thi&al

. : . 1lIl. DELAY TOLERANT CONNECTED DOMINATING SET
belongs to the previous categories. Only other than design
. . . (DTCDS)
routing based on the predicted movement, node trajectory
design is also available to assist routing, as in [13], [29]. A- Network Model

One promising way to predict future contact likeliness is In a delay tolerant network witlm nodes, each node
to aggregate contacts seen in the past to a social graph amaintains a metric calledneeting frequency (MFjor any
use metrics from complex network analysis (i.e. betweesinesther nodev in the network, f.,, (fur» € [0,+00)), which
centrality and similarity) to decide node forwarding [219]. indicates the frequency that nodeand nodev have met in
However, as stated in [8], the “static” social graph has tihthe past.f,, = 0 when nodeu and v have no chance of
tradeoff between time-related information lost and préaic meeting, andf,, = +oco means they are always within each
capability. In such a graph, a link means that two nodes hawther’s transmission range, i.e. always connected. Toaref
met in the past. The degree of the meeting frequency cannotthe expected data delivery latency between nedasdv can
represented. [27] explores the social feature of each node &e calculated as

uses a hypercube based feature matching process to imglemen ]

routing. In [15], a cyclic mobility pattern is explored tosist E(ly) = —. (1)

the routing. Most of these methods use the prediction tadaeci fuv

for each node whether to forward one specific message, whigbte that whenf,, = +o0, E(l.,) = 0. Here, we ignore the

is cost-expensive. time needed for physical transmission of the message. $his i

The work proposed in this paper models the DTN to because, in a DTN, the data transmission time is insignifican
weighted graph with contact aggregation for better predicompared with the delay incurred by intermittent connéiytiv
tion, and builds a network “backbone” for the purpose dflote that the meeting frequency could be predeterminedriwhe
forwarding, limiting the copies of messages and providingopde movement is known, such as in inter-planet satellite
latency guarantee. The proposed method is adaptive in thammunication networks), or self-learned over time.
when no prediction information is known, the backbone is This proposed network model is similar to the time-space
then the entire network, and hence, the backbone-basedgoutnodel in [17]. However, instead of having a four-dimensiona

degenerates into the epidemic routing. graph, we compress the time axis and merge networks (at
o i different time spots) into one graph. Compared with theaoci
B. Connected Dominating Set Construction network modeling [2], [10], a weight is added to each edge

In mobile ad hoc networks (MANETS) or wireless sensao represent not only that they have met in the past, but also
networks (WSNs), connectivity is at most time assumed. Bow often they have met, which offers better future contact
very efficient way for message delivery, both unicast argtediction. A similar DTN modeling approach is proposed
broadcast, is to construct a virtual network backbone fer tiin [12] where the encounter history of both meeting freqyenc
purpose of message forwarding. The connected dominatingared duration time is considered and used to generate weight
(CDS) is a good approximation for the virtual network backior each edge between two nodes that have met. In this model,
bone. The minimum CDS (MCDS) problem is NP-completehe weight of an edge represents the future contact pratyabil
Global solutions, such as MCDS [3] and the greedy algorithemd hence, is a prediction of forwarding opportunity/dediv
in [7], are based on global state information, and thus, &fe @atio. The proposed modeling approach in this work, with
pensive. The tree-based CDS approach [23] requires netwaskly frequency being the weight, more explicitly shows the
wide coordination, which causes slow convergence in largexpected delivery latency between the two nodes. Addiligna
scale networks. although the contact duration is also important, resultf]n

In local approaches, the status of each node depends orsitew that there are high correlation coefficients of duratio
h-hop information only with a smakl, and there is no propa- and frequency in many traces, and hence, we simply consider
gation of status information. Local CDS formation algomith only frequency in this paper.
include Wu and Li's marking process (MP) and self-pruning As shown in Figure 2, five nodes move around in a DTN,
rule, Rules 1& 2 [26], several MP variations [1], CEDAR [21], and have contacts with each other when they are in proximity.



& @ Q B. A Delay Tolerant Network Backbone

With the above definitions and assumptions, we may use

@© (a) an undirected, weighted grapty, = (V, E,w), to represent
a DTN, where each mobile device is a node, in Betand
(5) for any two nodesu andw, if f,, > 0, there is an edge
betweenu and v in set E. In real application, we may also
@ (b) include an adjustable system paramefgy,..s as a meeting

frequency threshold. Such that only whép, > finres, the
edge between, and v exists. Largerf..s helps to reduce

the number of edges, simplify the graph, and hence reduce
the running time of the following proposed algorithm. Sraall
fihres gENErates a denser graph, and a smaller forwarding node
set is expected to be achieved. The graphs a weighted
graph, withw(u, v) = fu,.

In such a graph, edges between nodes indicate that these
two nodes will meet within a certain period of time, instead
of directly connecting, as in other wired or wireless netygor
Here, the virtual network backbone concept can be intezdret
as a four-dimensional backbone.

A delay tolerant network backbone is then a subset of the
nodes in the DTN, such that each node in the network can
send messages to any other node in the network with the
. _ _ forwarding by only the backbone nodes. For non-backbone
;'gt-uzs- atv‘t’i‘:‘}'g‘fg gt";"pgz ddir""(%‘; gg&“ (?) 2rTeNt-h(:)a§r’i3;e(dC)\;vg?§hﬁg I?‘;‘;\‘phsnodes, they are involved in the transmission only if they are
for this DTN at different times. the source. Note that, the forwarding here is not broadugsti
since a backbone node needs to forward to its neighbor, one by
one, upon encounters. Therefore, the forwarding node rteeds
keep record of to which neighbor it has forwarded the message

(@) ~ (c) and (e) are their contacts records at different ime, j tor 4 same message, and only forwards to each neighbor
t1,to,t3, andty. An edge in these figures indicates the Wirele§§nce

connection. (d) then is the weighted graph derived to remtes . .

this DTN atts, and (f) is the updated weighted graph at time The dgggn goal here is two-fold.

t, when more contact information is accumulated. Note that1) Efficiency.The selected backbone should be small, such
an edge in the weighted graphs (d) and (f) indicates that a that limited copies of the message are propagated in the

(©)

(e) ®

connection is available during a certain period of time Kwit netwolrk. _ . .
some expected delay). The edge weight indicates the meeting) EffectivenessAlthough instead of blind flooding, only
frequency during that time. Note that, different from theyg a partial node set forwards the message, the expected

derived from a MANET or a WSN, the weighted graph fora ~ €nd-to-end delivery latency should not be affected.

DTN is not a unit disk graph. C. The Delay Tolerant Connected Dominating Set

Therefore, the adaptiveness of the proposed backbone-baseryg ¢onnected dominating set is widely used to construct

routing method is realized by this network modeling appmac,, efficient virtual network backbone in MANETS. Inspired

and is delivered in an easy and natural way. Over time, i, ynis e define a delay tolerant connected dominating set

nodes get more information on meeting frequency, the d@riVEDTCDS), to approximate the delay tolerant network baclbon
graph will be more dense (i.e. more edges and greater avergge pn.

node degree). The following proposed algorithm does naiinee 1o main idea is that, given the weighted graph derived

to adjust in response to_ the different degrees of Obtamﬁging the above method, a subset of nodes are selected such
knowledge, and hence, will be less complex. that they are connected among themselves, and every non-
For a pathR = a1, a2, ..., an, the expected path deliveryselected node has at least one selected node as a neighbor.
latency indicates the delay of messages delivered betwegn e pafinition 1: (DTCDS) Given a DTN, a weighted graph
nodesa; anda,, via the intermediate nodes along this patr'G — (V, E,w) is derived, withV’ being the mobile node set,
which can be calculated as E being edges between any two nodes when their meeting
frequency is greater thaf, and w(u,v) = f., being the
weight function. Consider a subset of nodés C V, and
E(lg) = 27! 1 _ ) E' = {(u,v)|u,v € V', (u,v) € E}, such that
fitit1) 1) (V',E') is connected, and




2) Yo,v & V', Ju,u € V', fu, > 0. can be solved by finding all-pair shortest paths. However, in
Note that the definition of DTCDS is the same with tha'?TNs’ only localized solutions are practical, where thebglo
of the traditional CDS when the graph is given. It is speciéﬁ‘formation is not available, and each node makes a decision
on how the graph is derived from a DTN. Also, the weight n whether to help with forwarding based on only very limited

of edges do not affect the construction of a DTCDS, a acal !trwr:‘orl];nattlr?n. Ir_lt_he foIIowmglgl, Wirw',ltl. degl_?_ggréloa:zﬁld
will only be considered when a better DTCDS is desire "gorithim for the minimum equally etiective probiem.

As described above, we would like to have a DTCDS with IV. LOCALIZED HEURISTIC SOLUTION
a smaller number of nodes to limit the message propagation
and hence, to provide an efficient routing. )'f”

Meanwhile, we also try not to enlarge the delay of delivery. ) o ) .
That is, the expected latency of messages delivered betw&BR rgach to find the minimum equally effe<_:t|ve DTCDS in
any two nodes in the network through forwarding by DTCD& weighted graph. A localized approach relies only on local

: : information, i.e., the properties of nodes in its vicinitp
hould be th th that of the del th h th i
ie?wuork ei e ebﬁi;nﬁggdmga ot the dellvery through the en Iaddition, unlike the traditional distributed approacherth is

. _ o _ no sequential propagation of any partial computation tesul
Definition 2:(The Minimum Equally Effective DTCDS) i the |ocalized approach. The status and decision of each

The minimum equally effective DTCDS of a given weighteg ;e depends on its-hop topology, usually only for a small
graph is the one that constanth. This local information is collected by rounds
1) has the smallest number of selected ndd€s, and of “Hello” message exchanges among neighbors. In DTN, it
2) Vv,u, the expected delivery latency between them vigeans that the partial graph is built viarounds of meeting
G' = (V', £') is the same with that vi& = (V, ). with each neighbor, and is completed with time. A typiéal

Theorem 1:The minimum equally effective DTCDS con-Vvalue is2 or 3. Also, no location information is needed in the

tains all intermediate nodes on shortest paths of the graphProPosed algorithm.
Proof: Since the_ DTC_DS concept is the same v_wt_h thﬁ' The Accumulated Node Coverage Condition

CDS after a graph is derived from the DTN, the minimum ) -
DTCDS, i.e. the minimum equally effective DTCDS with only " [25], Wu and Dai proposed the coverage condition for
the first requirement, is the minimum CDS of the graph. CDS construction for undirected graphs, where a nede

As for the second requirement, in the original graph IS unmarked if, for any two neighbors; and w of v, a
with the blind flooding message delivery method, the optim&¢Placement path exists connectingand w such that each
latency between any two nodesandu, is via a shortest path INtermediate node on the path has a higher priority tharhe
connecting them in the weighted graph. Therefore, in ordEPVerage condition generates a CDS since, for each withdraw
to guarantee that the backbone has the same performancBafle; there must exist a replacement path for each pair of its
terms of delay latency, if any node is on a shortest path of N€ighbors to maintain the connectivity. _
any other two nodes in the graph, themeeds to be included Here, in order to satisfy both efficiency and effectiveness

Note that in DTNSs, global information is expensive and

in the resultant backbone. requirements, we extend the node coverage condition and in-
Next, we prove that the set of all intermediate nodes dfPduce the accumulated delivery latency concept. Indiie
shortest paths is a CDS. the flow network concept, the meeting frequency of two nodes

1) CoverageAssume there is a nodein the graph without via different paths can be added, and hence, Iatency can be
any neighbor being in the backbone. If we select andecreased. For exampl_e, there are two pat_hs connect[ng; node
other node,, in the graph and find t.he shortest patLYandv, Ry andRs. Thelrexpected_ path delivery latencies are
connecting'tr,lem there must be one neighbor.ain hE(lph) and E(lg, ), respectively. Since the expected message

’ delivery latency betweem and v via path Ry is E(lgr,),

that path. Therefore, for any node in the graph, there e “meeting frequency” of nodes and v, which actually

at least one of its neighbors in the backbone. oo .
- indicate how often these two nodes exchange data, is therefo
2) ConnectivityThe selected nodes are all those that are on; B . N
Also, we have the “meeting frequency” of nodes

shortest paths. Therefore, they must be connected withfit/r:) " .
themselves. and v via path R, as AL Then, we can see that nodes

Since the set of all intermediate nodes on shortest pathsyi?nqv have a way to exchange messages with a frequency

a CDS for the graph, and also cannot be further reduced®ltZax,) @nd have another way to exchange messages with a
also satisfies the first requirement. Therefore, the set lof Beduency Ofﬁ%)- Therefore, the accumulated effect is that
intermediate nodes on shortest paths is the minimum equdlgdeu andv can exchange messages with the frequency of
effective DTCDS of the graph. n (ﬁm) + m) in total. Accordingly, the message delivery

latency between these two nodes, considering the accuedulat

From the above analysis, we know that finding the minimu 1

H 1
equally effective DTCDS is equivalent to finding the minimunireauency, ISl/(E(lRl) T E(lRr,) )-
set of all nodes that are on shortest paths connecting any thocumulated Delivery Latency.Assume that there arénode
nodes in the graph. Given a weighted graph, this probledisjoint paths connecting node and v, R;, with expected



path delivery latencies of(Ig, ), E(lr,),. .., E(lr,). Then SR
the accumulated delivery latency betweernd v via these ST TR TN

pths s 1 O O @ O

E(Ly,) =1/3L, Eln)’ ) S u v w t

. . Fig. 3. Accumulated Node Coverage Condition.
Accumulated Node Coverage Condition.Node v is un- 9 9

marked if, for any two neighbors af, © and w, a group
of replacement pathsi,, R, ..., R;, exists connecting to Theorem 2:Given a weighted graple = (V, E,w), V'
w such that generated by ANCC algorithm constructs a DTCDS.
1) each intermediate node (if there is any) on any replace-  proof: The DTCDS for a weighted graph derived from a
ment pathR;, (i = 1,...,t) has a higher priority than pTN is the same concept with CDS in a MANET. Therefore,

v, and . if a CDS is generated by the ANCC algorithm, then a DTCDS
2) the accumulated delivery latency of the group of rgg 5chieved as well.

placement paths is smaller than or equal to the delivery Note that the first requirement in the proposed accumulated

latency of pathu, v, w. That is node coverage condition is the node coverage condition in
1 1 [25] for the CDS problem. That is, a marked node Bétby
Elluw) < Blir) = Fuo " fow @ requirement 1 is a CDS. Since marked node lsety both

requirements in accumulated node coverage condition lgas th

Based on the accumulated node coverage Condit'BFbperty of V' C V', V' is a CDS for the graph, and hence
(ANCC), we design the following localized ANCC algorithmy; i 4150 a DTCDS for the original DTN. ’ .

for the minimum equally effective DTCDS (in Algorithm 1).
B. Property
Algorithm 1 ANCC algorithm We have shown the correctness of the proposed localized
[1.] Each node sets up the meeting frequency for each neighkadgorithm. We now prove its effectiveness.
by recording its having met with them, and exchanges this Theorem 3:Routing with only marked nodes by the ANCC
information with neighbors. algorithm forwarding has the same performance as routing
[2.] Each node determines its status (marked/unmarkedigusi L
the accumulated node coverage condition. with all nodes forwarding in terms of message delay.
Proof: Without loss of generality, we assume that a
message is sent from noddo nodet in the DTN. Using the
Note that Algorithm 1 is dynamic. When each node appligethod of blind flooding, the first arrived copy of the message
this algorithm, step 1 is first conducted and should be pe&-transferred through the network via a “shortest path/eni

formed during the entire lifetime of this node. On the othgpe weight of each edge being the message delivery latency
hand, only when enough new/updated information is coltect@etween these two nodes.

from step 1, step 2 will be triggered. In another words, if the As  shown in Figure 3, this shortest path is
movement pattern of this node is relatively stable, itsustats, ... v, v, w,...,t. We can also assume thatis withdrawn
(being marked or not, serving as backbone node or not) Wihsed on the accumulated node coverage condition. That is,
also be stable, and step 2 will not be performed very ofteny will not help to forward this earliest copy of the message.
In the example in Figure 1, node priority is its ID, and a According to the accumulated node coverage conditids,
smaller ID indicates higher priority. Based on the accurtaala withdrawn because there exists a group of node disjointspath
node coverage condition, nodewithdraws. There are two with the accumulated message delivery latency smallerdhan
node disjoint paths2 — 1 — 6, and2 — 4 — 6, equal to that of pathi, v, w. Therefore, although, which is
connecting the two neighbors (nodes and 6) of node on the shortest path fromto ¢, is not forwarding, the detour
3. The accumulated delivery latency of these two paths tise message (and its copies) takes does not delay the geliver
1/((1/7)J1r(1/7) +.(1/6)i(1/9)) = 0.19. .The. delivery delay of any longer. m
path2 — 3 — 6 is § + 75 = 0.35, which is greater than that  Figure 4 is a sample delay tolerant network backbone
of the replacement paths. With the nodes on those replademggherated by ANCC. There are 50 nodes in the DTN. There
paths having higher priority than that of nodlenode3 is safe are 28 dark circle nodes who are selected as the delay toleran

to withdraw. Nodet, 5, and7 all withdraw according to the ac- network backbone; 24 double-circle nodes are selected as a
cumulated node coverage condition. Natfails to withdraw  cps by the node coverage condition [25].

because, for its neighbor pair nodesand 3, although there . )

exists a replacement path— 2 — 3, the delivery latency C- Discussion

is 0.39, and is greater than that of path— 6 — 3 (which The proposed ANCC algorithm is adaptive in that the
is 0.27). Note that the coverage condition [25] for CDS wilhmount of selected forwarding nodes depends on the degree
generate a virtual network backbone of nodeand 2 only, of obtained knowledge on the history of nodes’ contacts.
as shown in the figure with the double-circle nodes. In the initial state before any information is collectede th




derived graph only contains nodes with no edge. No nodemg
withdraws, and the routing is the extreme blind flooding case
When nodes accumulate meeting frequency with other nodes, :
each of them runs ANCC to decide whether to withdraw. °.
Therefore, the expected delivery latency is always guasght :
to be optimal. With more node movement pattern learned, a
smaller forwarding node set is expected to be generated. 6
Additionally, other existing routing methods for DTNs can
also be integrated into ANCC. For example, in order to
further reduce message copies, the forwarding nodes cdyn app
probabilistic routing approaches to decide whether toyrela
a specific message. In this case, the ANCC is applied as as:¢
preprocessing to prune message copies. The resultanedeliv.
latency will not be worse than when directly applying those
probabilistic routings in the original DTNs. But the number
of message copies is further reduced in this way. 5
In implementation, the accumulated node coverage condi- o:
tion can be relaxed so that the accumulated delivery latency
of the group of replacement paths is smaller than or equalfg. 4. A sample of delay tolerant network (50 nodes). A DTCDSlark

ﬁ“’

2

1:

k times of the delivery latency of path, v, w. That is nodes (28 nodes). A CDS in double circle nodes (24 nodes).
1 1
E(Luw) <k x E(lg) = k x (f— +5 ). (5)

k is a small number that is greater than 1. In this casVary the ngrnber of deployed nodes from 20 to 160 to check
the property of ANCC in which it has the s.ame deliver){/ﬁe scalability of the algo_rlthms. 2) Th(_a average node degre
latency with blind flooding does not hold any more Howeved' d represents the density of the derived graph, and hence,
; . S fhe amount of accumulated knowledge regarding the meeting
the size of network backbone will decrease S'gn'f'cantl%equency. We usé, 18, and30 as the values of to generate
This performance tradeoff will be studied in the fOHOWingsparse, median, a’nd (':iense networks. 3) The number of hops

simulation. h. In implementation, 2, 3, or 4 hops of local information is

As mentioned in Section Ill, the work in [12] also InVOIVescollected for the localized algorithms. 4) The range of rimeget

deriving a weighted graph from the DTN, but with the Weighltr quency for weight assignment, We use 10, 50, 100 ass
(puv) Of each edge being the contact probability of the two e'yflue to study its effect on the p’erformance’ '
nodesu andwv. Note that if we replace this modeling metho '

with our proposed one, we can still run ANCC to generate a The weight function that is used in the simulation is
forwarding node set on the weighted graph. However, in this r

case, not the expected end-to-end delivery, but the expecte w(u,v) = d (6)
end-to-end delivery ratio, is guaranteed using our progose ,
ANCC algorithm. if there is an que between nodesindv. If we used.(u,v)
to denote the distance between the two nodesdv in the
V. SIMULATION graph, then
We evaluate the proposed algorithm ANCC via experiments 1 for d(u,v) < 1
on a custom simulator. We analyze the performance tradéoff o d= d(u,v) for d(u,v) > 1

the proposed algorithm with different system settings.c&in
we model the DTN with a weighted undirected graph, and Assigning meeting frequency approximately inversely pro-
construct a delay tolerant network backbone on the derivpdrtional to the distance between two nodes is reasonable
graph, we directly generate weighted graphs in the sinmrlatisince, the closer the two nodes are, the more likely theyaare t
to implement the ANCC algorithm. The performance of themeet more frequently. Additionally, this assignment alous
node coverage approach [25] for the traditional connectezladjust the range of meeting frequency, i.e., all the gerdr
dominating set (NC-CDS) is also shown for comparison. weights are in the range @6, r].
, ) , The following performance metrics are compared: (1) The

A. Simulation Environment number of forwarding nodes selected by ANCC and NC-CDS

To generate a random graph,nodes are randomly placedwith different system parameters. (2) The expected average
in a restrictedl00 x 100 area. Graphs that are not connecteashessage delivery latency in the network. In the custom sim-
are discarded (i.e., some messages will never reach their ddator, for each tunable parameter, the simulation is regea
tinations even with epidemic routing). The tunable pararset 100 times, or until the confidence interval is sufficientlyadim
in the simulation are as follows. 1) The number of node¥/e (4-1%, for the confidence level di0%).
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Fig. 5. Comparisons of ANCC and NC-CDS with different partere §, h, d, andr).

B. Simulation Results shortest paths via network backbone) when the hop number
. ] ) his 2, 3, and 4, withd = 18,r = 100. We can see that
Figure 5 is the comparison of the proposed ANCC andc.cps has the largest message delay, and since more local
NC-CDS with different parameters. (a), (b), and (c) are thaformation contributes to more nodes’ withdrawal, a large
comparisons in terms of the number of forwarding nodggads to a larger delay for NC-CDS. For ANCC, the amount
when the average node degree in the graph is 6, 18, &§iqocal information will not affect the delay performanceed
30, with h = 2,7 = 100. We can see that NC-CDS has thgy the “equal effectiveness” feature of the selected backbo
smallest forwarding node set. For ANCC, with a largethe  ANCC generates the optimal performance in terms of delivery
forwarding node set is smaller. Whén= 3, the size of the |5tency, the same with that of the epidemic routing. Witen
forwarding node set of ANCC is only slightly greater thars |arger than 1, more local information contributes to more
that of NC-CDS. When the graph is denser (gredjemwhich  \yithdrawn nodes, and hence, greater average latency.
means more of nodes’ meeting information is obtained, the
forwarding node set gets smaller for both NC-CDS and ANCC. (9), (h), and (i) are the comparisons in terms of the number
We can see that ANCC reduces the number of forwardirg forwarding nodes when the weight range is 10, 50, and
nodes significantly compared with epidemic routing whete al00, with h = 2,d = 18. NC-CDS is not plotted since the
nodes are forwarding nodes. weight range difference does not affect the result from NC-
(d), (e), and (f) are the comparisons in terms of the expect€dS. We can see from the comparison of these three figures
average message delivery delay (i.e., the average lengththat a greater corresponds to a smaller forwarding node set.



However, the sizes of forwarding node sets witheing 50 and

(2]

100 are very close to each otherdoes not affect the relative

performance of ANCC with other different parameters.

(3]

From the above results, we can see that ANCC reduces
the forwarding node number compared with epidemic routingg
and hence, improves the energy efficiency in both broadca %
and unicast routing, while maintaining the same perforraands]

in terms of the expected end-to-end delivery latency. With
small but greater than 1 value bf such as 2 or 3, the number

f

of forwarding nodes can be further reduced, and the deliveng]
latency will be enlarged but still acceptable. Both ANCC and
NC-CDS have good performance in terms of scalability: the

performance does not degenerate with an increasing numkglr X. Hossmann, T. Spyropoulos, and F. Legendre.

of nodes in the network.

C. Summary

[10]

Simulation results in this section can be summarized Hd!

follows:

1)
2)

3)

4)

5)

[12]
ANCC reduces the size of the forwarding node set by
50% to 80%, depending on the different graph density;; 3
The performance in terms of forwarding node set size
of ANCC whenk is 3 is very close to that of NC-CDS.
The performance in terms of expected average delivé%f}]
latency of ANCC wherk is 2 is 1.5 times of that of the
optimal solution, and around 2 times whéris 3. (15]
More local information helps to reduce the size of thgg;
backbone by ANCC with the fixed optimal end-to-end
delay. (7]
More information on nodes’ encounters (and hence a
more dense graph) helps to reduce the size of the]
forwarding node set; a small forwarding set is expected
when the range of the weights is relatively large. [19]

VI. CONCLUSIONS [20]

In this paper, we design a modeling method that derives
a weighted graph from the DTN, and put forth the concefiil
of a delay tolerant network backbone for DTNs based on the
knowledge on meeting frequency. We also develop the concept
of the delay tolerant connected dominating set (DTCDS) {22l

approximate the delay tolerant backbone in DTNs. A heuris;,

23]

tic localized algorithm (ANCC) for DTCDS construction is

proposed. The proposed ANCC generates a small network
backbone that maintains the optimal performance in terrffél
of the expected end-to-end delay. With the tuning of system
parameters, the tradeoff between the two performanceaesgtri25]
backbone size and expected end-to-end delay, can be aghieve
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