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Abstract. In mobile ad hoc networks (MANETS), networks can be par-
titioned into clusters. Clustering algorithms are localized algorithms that
have the property of creating an upper bounded clusterheads in any
networks even in the worst case. Generally, clusterheads and selected
gateways form a connected dominating set (CDS) of the network. This
CDS forms the backbone of the network and can be used for routings
(broadcasting/multicasting/unicating). As clusterheads need to deter-
mine the selected gateways to connect their adjacent clusterheads within
the coverage set, they periodically collect 2-hop and 3-hop clusterhead in-
formation. These information can be gathered when they hear their non-
clusterhead neighbors sending out messages that contain neighboring
clusterhead information. These extra maintenance cost can be reduced
when some enhanced mechanism is applied. In this paper, an enhanced
mechanism is proposed to reduce the total length of the messages when
non-clusterhead nodes exchange their 1-hop and 2-hop neighboring clus-
terhead information. Simulation shows that over 50% of message over-
head can be saved for dense networks.

1 Introduction

Mobile ad hoc networks (MANETS) are collections of autonomous mobile hosts
without the help of center base stations. Applying such networks into prac-
tice brings many challenges to the protocol design, such as routing in highly
dynamic networks, allocating shared wireless channels and saving limited band-
width. Trade-offs are needed in the protocol design to achieve these conflicting
goals. One fundamentally problem of MANETS is the scalability issue of the
network. As the size of the network increases and the network becomes dense,
a flat infrastructure of the network may not work properly, even for a single
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broadcast operation [I]. Therefore, building some type of hieratical infrastruc-
ture for a large network is a necessity and can enhance the performance of the
whole network.

The cluster structure is a two-layer hieratical network that converts a dense
network to a sparse one, and therefore, relieves the communication overhead of
the whole network. The clustering algorithms partition the network into a group
of clusters. Each cluster has one clusterhead that dominates all other members
in the cluster. Two clusterheads cannot be neighbors. Gateways are those non-
clusterhead nodes that have at least one neighbor that belongs to other clusters.
It is easy to see that clusterheads and gateways form a connected dominating set
(CDS) of the original network. A dominating set (DS) is a subset of nodes such
that every node in the graph is either in the set or has an edge linked to a node
in the set. If the subgraph induced from a DS of the graph is connected, the DS
is a CDS. It has been proved that finding a minimum CDS (MCDS) in a given
graph is NP-complete; this applies to a unit disk graph as well [2)[3]. In cluster
networks, selecting gateways to connect clusterheads and maintaining such a
CDS structure in a mobile environment is an extra cost that can be reduced.

Theoretically, we can describe a MANET as a unit disk graph G =(V, E),
where the node set V' represents a set of wireless mobile hosts and the edge set F
represents a set of bi-directional links between the neighboring hosts, assuming
all hosts have the same transmission range r. Two hosts are considered neighbors
if and only if their geographic distance is less than r. Ni(v) is v’s k-hop neighbor
set, including v itself.

When building the infrastructure of the cluster-based CDS in MANETS, each
clusterhead collects the clusterhead information within its coverage set so that
it can determine some gateways to connect all clusterheads in its coverage set. A
node v’s coverage set C(v) is a set of clusterheads that are within a specific cov-
erage area of v. It can be a 3-hop coverage set, which includes all the clusterheads
in its 3-hop neighbor set N3(v), or a 2.5-hop coverage set, which includes all the
clusterheads in No(v) and the clusterheads that have members in No(v). These
clusterhead information can be gathered by hearing the non-clusterhead neigh-
bors sending out messages that contain neighboring clusterhead information. In
this paper, we propose an enhanced mechanism that can reduce the overhead
of message exchanges. Instead of sending messages that include all paths to the
neighborhood clusterheads, in the enhanced mechanism, each non-clusterhead
node sends the message that only provides one path per neighboring cluster-
head. In Fig. [Tl (a), the original mechanism requires node g to send clusterhead
u a message that includes all intermediate nodes (inside the dotted circle) con-
nected to clusterhead v. In Fig. [ (b), the enhanced mechanism requires node
g to send clusterhead u a message that only includes an intermediate nodes
(grey node) connected to clusterhead v. Simulations show that a large amount
of overhead can be saved.

The remaining part of the paper is organized as follows: Clustering algorithms
are briefly introduced in Section 2. Section 3 describes the message exchanging
mechanism. In Section 4 shows the simulation results. Conclusions are drawn in
Section 5.
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(a) (b)

Fig. 1. Message exchange mechanism: (a) original mechanism and (b) enhanced mech-

anism

2 Preliminaries

The distributed clustering algorithm, lowest-ID clustering algorithm [4], is initi-
ated by electing as a clusterhead the node whose ID is locally the smallest one
among all its neighbors. At the beginning, all nodes in the network are candi-
dates. When a candidate finds itself to be the one with the smallest ID among
all its 1-hop candidate neighbors, it declares itself as the clusterhead of a new
cluster and notifies all its 1-hop neighbors. When a candidate receives a clus-
terhead notification from a neighboring clusterhead, the candidate joins in the
cluster, changes itself to a non-clusterhead member of the cluster, and announces
its non-clusterhead state to all its neighbors. If it receives more than one clus-
terheads’ declaration, it joins in the cluster whose clusterhead has the smallest
ID. Non-clusterheads that have neighbors belonging to other clusters become
gateways. The network will eventually be partitioned into clusters where each
cluster has one clusterhead and several gateway /non-clusterhead members. Re-
placing the clusterhead selecting priority from node ID to effective node degree
leads to the highest node degree clustering algorithm [4].

Jiang et al [5] proposed a cluster-based routing protocol (CBRP) that forms a
cluster structure by first electing clusterheads and then letting each clusterhead
select one or one pair of gateways to connect to each clusterhead in its adjacent
clusters. Therefore, each clusterhead may build multiple paths to its adjacent
clusterheads as much as it can maintain.

Kwon and Gerla [6] proposed a passive clustering scheme that constructs the
cluster structure during the data propagation. A clusterhead candidate applies
the “first declaration wins” rule to become a clusterhead when it successfully
transmits a packet. Then, its neighbor nodes can learn the presence of this clus-
terhead and change their states to become gateways if they have more than one
adjacent clusterhead or ordinary (non-clusterhead) nodes otherwise. The passive
clustering algorithm has the advantages of no initial clustering phase, no need of
the complete neighborhood information for the clusterhead election and no com-
munication overhead for maintaining cluster structure or updating neighborhood
information, but it suffers poor delivery rate and global parameter requirement.
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Alzoubi et al [7] proposed a cluster-based message-optimal CDS which is
formed with two steps: In the first step, clusterheads are determined by the
lowest-ID clustering algorithm. A clusterhead knows all its 2-hop and 3-hop
clusterheads with two rounds of neighborhood information exchanges. In the
second step, each clusterhead selects a node to connect each 2-hop clusterhead
and a pair of nodes to connect each 3-hop clusterhead. All the clusterheads and
selected nodes form a CDS of the network.

Lou and Wu [8] proposed two categories of cluster-based CDSs. Both cluster-
based CDSs can be built on the 3-hop or 2.5-hop coverage set. These algorithms
are localized algorithms since each clusterhead only selects some gateways to
connect the clusterheads within the coverage set. In general, the size of a cluster-
head’s 2.5 hop coverage set is less than that of its 3 hop coverage set. Therefore,
the cost of maintaining the 2.5-hop coverage set is less than that of the 3-hop
coverage set.

One common feature of all the above algorithms is that each clusterhead
needs two rounds of neighborhood information exchanges and overhead of these
neighborhood information is not taken into consideration when the clustering
algorithm is designed.

3 An Enhanced Mechanism of Exchanging Neighborhood
Information

Constructing clusters in a MANET needs several rounds of message exchanges.
Also, to build the cluster-based CDS of the network, each clusterhead has to
gather neighboring clusterhead information within its coverage set. These in-
formation comes from the neighboring clusterhead messages sent by those non-
clusterheads.

3.1 Construction Process

The construction of the cluster-based backbone is described in detail as follows:

At the beginning, each node can learn its neighbors’ IDs through HELLO
messages. The network is partitioned into clusters by applying the lowest-ID
clustering algorithm. A clusterhead will send out a CH message and a non-
clusterhead will send out a NCH message to inform its neighbors.

After the clusters have been formed, each node knows all its 1-hop neigh-
bors. A non-clusterhead v sends out a 1-hop neighboring clusterhead message
CH_HOP1(v) which includes all v’s 1-hop neighboring clusterheads. When the
clusterhead u receives the CH_.HOP1 messages from all its non-clusterhead neigh-
bors, u adds an entry for each new neighboring clusterhead with its associated
gateway that connects the clusterheads together.

Once another non-clusterhead w receives the message CH_.HOP1(v) from v,
w builds the message CH_.HOP2(w) as follows: If a clusterhead w that is found
in CH.HOP1(v) is also a 1-hop neighbor of w, w ignores u in the CH_.HOP2(w);
Otherwise, w checks if u is a new 2-hop clusterhead of w. If so, w creates a new
entry that contains the 2-hop clusterhead u and the its associated node v. If u
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is already included in the entry and the associated node v has a higher priority
(e.g., lower ID or higher linkage quality, etc.) than the original one, the entry
can be updated with the new associated node v.

When w receives the CH_.HOP1 messages from all its non-clusterhead neigh-
bors, it sends out a message CH_.HOP2(w) that contains all 2-hop clusterhead
entries. Unlike other algorithms that each clusterhead includes all associated
gateways in the message CH_HOP2, the CH_.HOP2 with enhanced mechanism
builds each entry with one clusterhead and one associated gateway. Therefore,
the size of the message CH_.HOP2 can be much smaller. When the clusterhead u
receives a CH_.HOP2, u builds a new entry for each clusterhead in the CH_.HOP2.

After clusterhead u receives all CH_.HOP1 and CH_HOP2 messages from its
non-clusterhead neighbors, u builds its coverage set C(u) = Ca(u)UC3(u), where
C5(u) consists of all elements in CH_.HOP1 and C3(u) consists of all elements in
CH_HOP2. If a clusterhead appears in both Cs(u) and Cs(u), the one in Cs(u)
is removed.

Each clusterhead u selects gateways to connect all the clusterheads in C(u)
with the forward node set selection process. The gateways are selected by the
greedy algorithm: The neighbor node or the pair of nodes, whichever has the
highest “yield” is first selected as the gateway(s). A “yield” of node(s) is defined
as the total number of the clusterheads in the C(u) that was connected by the
selected gateway(s) divided by the number of the selected gateway(s). A tie of
yield is broken by selecting the smaller node ID. When a node is selected, all of
the clusterheads in C'(u) is removed. The selection process repeats until C'(u) is
empty.

After a clusterhead determines its gateways, it sends out a GATEWAY mes-
sage that contains all selected gateways. The selected 1-hop gateways forward
the GATEWAY message so that all the selected 2-hop gateways can be informed.

3.2 Example

Fig. [2 shows the construction process of a cluster-based CDS backbone. At the
beginning, all the nodes are candidates (Fig.2l(a)). With the lowest-ID clustering
(LID) algorithm, nodes 1, 2, 4, 8 and 10 become clusterheads and form clusters
labelled as Cy, Cs, Cs, Cy and Cj; then nodes 7 and 9 join in cluster C7, nodes
3 and 6 join in cluster Cy,nodes 5 joins in cluster C3 (Fig. 2 (b)).

Fig. 2(c) illustrates message exchange when node 4 construct its 3-hop and
2.5 hop coverage sets:

(1) For 3-hop coverage set, node 6 sends CH.HOP1(6) (M1 in Fig. Pc)) which
contains its 1-hop clusterhead neighbor set {2x}, 3 sends CH.HOP1(3) (M2
in Fig. 2(c)) contains {2%,8}. Here, * indicates the clusterhead of the cluster
that the node belongs to. Likewise, nodes 5 and 7 send CH.HOP1(5)={4x,10}
and CH.HOP1(7)={1x,4} (M3 and M5 in Fig. (c)). After receiving M1 and
M2, node 7 may form CH_HOP2(7) (M6 in Fig. 2l(c)) which contains its 2-hop
clusterhead neighbors and associated gateways {2[3], 8[3]}. Here, CH.HOP2(u)=
{v[w], ...} means that clusterhead u connects to clusterhead v via w. Then node
7 sends CH_HOP2(7) out. Note that node 7 picks node 3 as the gateway instead
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Fig. 2. Illustration of constructing a coverage set: (a) initial network, (b) clusters, (c)
exchange neighboring information, (d) 3-hop coverage set, (e) 2.5-hop coverage set, and
(f) cluster-based CDS

of node 6 because node 3 has two adjacent clusterheads 2 and 8. Also, the size of
the CH_.HOP2(7) is smaller than the one that includes all possible paths to node
2 since it only keeps the most favorable path in the message. Similarly, node 5
will send CH.HOP2(5)={2[6]} out (M4 in Fig. Pl(c)). After receiving M3, M4,
M5 and M6, node 4 can build its local view of its coverage set (Fig. 2(d)).
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Clusterhead 4 selects node 5 as the gateway to connect to clusterhead 10,

selects nodes 7 and 3 as the gateways to connect clusterheads 1, 2 and 8, and
sends a message GATEWAY (1) = {3,5,7}. Similarly, clusterheads 1 and 8 se-
lect nodes 7 and 3 as gateways and send GATEWAY (1)=GATEWAY (8)={3, 7};
clusterhead 2 selects node 3 to connects clusterhead 8, selects nodes 3 and 7
to connect clusterheads 1 and 4, selects nodes 6 and 5 to connect clusterhead
10, and sends GATEWAY (2)={3, 5,6, 7}; clusterhead 10 selects nodes 5 and 6
to connect clusterheads 2 and 4, and sends GATEWAY (10)={5,6}. The final
cluster-based CDS is {1,2,3,4,5,6,7,8,10} (Fig. 2 (f)).
(2) For the 2.5-hop coverage set, node 4 builds its local view as Fig. 2fe).
Here, clusterhead 4 does not know clusterhead 8 since CH_.HOP2(7) only in-
cludes {2[3]}. Therefore, the size of the CH.HOP2(7) is even reduced. The for-
ward node set selection process is similar and the final cluster-based CDS is
{1,2,3,4,5,6,7,8,10} (Fig. 2 (f)).

3.3 Message Overhead Complexity

The message exchange overhead for constructing a cluster-based CDS of the
network is listed in Table[Il Note that the number of clusterheads within 1-hop
and 2-hop neighbor set are bounded by a constant value [7], the size of CH_.HOP1
and CH_.HOP2 with the enhanced message exchange mechanism are O(1). On
contrast, the original one without this mechanism will send message CH_.HOP2
that containing all possible gateways. Therefore, the size of CH.HOP2 is O(A),
where A is the maximum node degree of the network.

Table 1. Message Overhead Complexity

Algorithm

Message type Original[ Enhanced
HELLO O(1) 0O(1)
CH(NCH) O(1) 0(1)
CH_HOP1 O(1) 0(1)
CH_HOP2 0(4) 0(1)
GATEWAY | O(1) 0(1)
Total 0o(4) 0(1)

4 Simulations

We measure the average sizes of the message exchange for constructing the
cluster-based CDS with enhanced message exchange mechanism (referred to as
Enhanced (3-hop and 2.5-hop) and without enhanced message exchange mecha-
nism (referred to as Original (3-hop)). The size of the message is counted as the
number of nodes included in the message.

The simulation runs under the following simulation environment: A number
of nodes (ranging from 100 to 1000) are randomly placed in a confined working
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space 100 x 100. The nodes have the same transmission ranges, and the link
between two nodes is bi-directional. The network is generated with two fixed
average node degrees: d = 6 and 18, which are the representatives of the relative
sparse and dense networks. If the generated network is not connected, it is dis-
carded. We only consider the traffic of the packets at the network layer without
any transmission collision. We repeat the simulation until the 99% confidential
interval of the result is within +5%.

Table 2. Message exchange overhead (sparse network:n=1000,d=6)

Algorithm

Message | Original(3-hop)| Enhanced(3-hop)| Enhanced(2.5-hop)

HELLO 1000.0 1000.0 1000.0
CH(NCH) 1000.0 1000.0 1000.0
CH_HOP1 1209.3 1209.3 1209.3
CH_HOP2 5106.3 3874.7 2973.7
GATEWAY 1134.0 1134.0 1013.3

[ Total [  9449.6 8218.0 7197.3 |

Table 3. Message exchange overhead (dense network: n=1000, d=18)

Algorithm
Message | Original(3-hop)| Enhanced(3-hop)| Enhanced(2.5-hop)
HELLO 1000.0 1000.0 1000.0
CH(NCH) 1000.0 1000.0 1000.0
CH_HOP1 1601.8 1601.8 1601.8
CH_HOP2 15587.6 6912.5 5421.9
GATEWAY 837.7 837.7 7244
[ Total [ 200271 | 11352.0 | 9748.1 |

The TablesPland [Blshow the cases that the sizes of different types of messages
exchanged for the construction of the clusters of the network, when the number
of nodes in the network is 1000 and the average node degree is 6 and 18 respec-
tively. We can see that the size of CH_.HOP2 is the most weighted part of the
total sizes (40% ~ 70%). In the sparse scenario where average node degree d is 6,
the enhanced mechanism can reduce 25% of overhead of CH_.HOP2 with 3-hop
coverage set and 17% less with 2.5-hop coverage set compared with the original
one. The overhead of the total size of the message can reduce 13% and 24% of
the original one with 3-hop and 2.5-hop coverage set. In the dense network where
average node degree d is 18, the reduction of the overhead of the CH_.HOP2 can
reach 56% with 3-hop coverage set and 66% with 2.5-hop coverage. Correspond-
ingly, the total size of the message can reduce 43% and 51% of the original one.

The Fig. B shows the average size of message per node when the size of
the network ranges from 100 to 1000. Fig. [ (a) shows the scenario when the
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Fig. 3. Message Overhead: (a) average node degree = 6, and (b) average node
degree = 18

node degree is 6. The cost decreases from over 9 for the original one to around
8 (over 10%) for the enhanced mechanism with 3-hop coverage set, and then
to around 7 (over 20%) for the enhanced mechanism with 2.5-hop coverage
set. Fig. Bl (b) shows the scenario when d is 18. The cost decreases more re-
markably from near 20 for the original one to around 10 (50%) for the en-
hanced mechanism with 3-hop coverage set and even less for that with 2.5-
hop coverage set. We observe that overhead total cost of message exchange
per node increases remarkably (doubled) when the network becomes dense.
Also, we find that the enhanced mechanism can greatly reduce the message
exchange overhead, especially for the dense network. The reason is that when
the network is dense and each node has more neighbors, a CH_HOP2 will
include more different intermediate nodes for each 2-hop clusterhead for the
original mechanism. Thus, the overhead of CH_HOP2 increases remarkably.
When the CH_.HOP?2 includes only one intermediate node for each 2-hop clus-
terhead for the enhanced mechanism, the message overhead can be greatly
reduced.



232 W. Lou and J. Wu

5

Conclusions

In this paper, an enhanced message exchange mechanism is proposed to reduce
the size of the messages when the network forms into clusters. When the non-
clusterhead nodes only exchange their 2-hop neighboring clusterhead with only
one intermediate node, the message complexity can be reduced from O(A) to
O(1). Simulation shows that this mechanism can greatly reduce the total message
overhead. When the network is dense network, over 50% of message overhead
can be saved.
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