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Abstract— Mobile ad hoc networks (MANETSs) suffer of the broadcasting nature of radio transmission. When
from high transmission error rate because of the nature a sender transmits a packet, all nodes within the sender’s
of radio communications. The broadcast operation, as a transmission range will be affected by this transmission.
fundamental service in MANETS, is prone to the broadcast ¢ aqyantage is that one packet can be received by all
storm problem if the forward nodes are not carefully desig- neighbors; the disadvantage is that it interferes with the

nated. The objective of reducing the broadcast redundancy . o . .
while still providing high delivery ratio for each broadcast sending and receiving of other transmissions, creaig

packet is a major challenge in a dynamic environment. In pos'ed terminal problemhat is, an ogtgoing transmiss.ion
this paper, we propose a simple reliable broadcast algo- collides with an incoming transmission, anidden termi-

rithm, called double-covered broadcast (DCB), that takes nal problem that is, two incoming transmissions collide
advantage of the broadcast redundancy to improve the de- ith each other.

livery ratio in the environment that has rather high trans- ) )
mission error rate. Among 1-hop neighbors of the sender, ~ Blind flooding, where each node forwards the packet

only selected forward nodes retransmit the broadcast mes- Once and only once, makes every node a forward node.
sage. Forward nodes are selected in such a way that (1) thelf the forward nodes are not carefully designated, they
sender’s 2-hop neighbors are covered and (2) the sender’s 1-will trigger many retransmissions at the same time which
hop neighbors are either a forward node, or a non-forward  congest the network. This is referred to as bin@adcast
node but covered by at least two forwarding neighbors. The storm probler[1]. The fact thatonly a subset of nodes
retransmissions of the forward nodes are received by the forward the broadcast message and the remaining nodes

sender as confirmation of their receiving the packet. The ) f b d d h
non-forward 1-hop neighbors of the sender do not acknowl- are adjacent to forward nodesan be used to reduce the

edge the reception of the broadcast. If the sender does notbroadcast congestion but still fulfill the broadcast _opera-
detect all its forward nodes’ retransmissions, it will resend tion. Basically, forward nodes formannected dominat-

the packet until the maximum times of retry is reached. ing set(CDS). Adominating se{DS) is a subset of nodes
Simulation results show that the algorithm provides good such that every node in the graph is either in the set or
performance for a broadcast operation under high trans- i5 adjacent to a node in the set. If the subgraph induced
mission error rate environment. from a DS of the network is connected, the DS is a CDS.
Index Terms—Broadcast, forward node, MANETS, per-  Finding aminimum connected dominating seta given
formance evaluation, reliability. graph is NP-complete; in a unit disk graph, it has also
been proved to be NP-complete [2].

|. INTRODUCTION Along with the high transmission contention and con-

A mobile ad hoc network (MANET) enables wire-gestion, MANETSs also suffer from the high transmission
less communications between participating mobile nodesor rate in radio environment. Therefore, it is a major
without the assistance of any base station. Two nodes tbhaallenge to provide a reliable broadcasting under such
are out of one another’s transmission range need the sdpramic MANETs. We aim to reduce broadcast con-
port of intermediate nodes which relay messages to setggstion by decreasing the number of the forward nodes

a communication between each other. The broadcast gpt still providing high delivery ratio for each broadcast
eration is the most fundamental role in MANETSs becaugacket in a high transmission error rate environment. As
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sary when the physical communication channels are prddection 3 describes in detail the double-covered broadcast
to errors. Usually, acknowledgments (ACKSs) are used pootocol. In Section 4, we simulate the broadcast protocol
ensure broadcast delivery. However, the requirement foy usingns-2 test-bed and compare its performance with
all receivers to send ACKs in response to the receptiother reliable broadcast algorithms. Finally, some conclu-
of a packet may become another bottleneck of chans#bns are drawn in Section 5.
congestion and packet collision, which is called A@EK
implosion problen}3] . I
Our goal is to reduce the number of forward nodes with- ] o
out sacrificing the broadcast delivery ratio. Specifically, e describe a MANET as a unit disk gragh(t)
we propose a simple reliable broadcast algorithm, callé&v’ ), yvhere the node sdf represents a set of wire-
double-covered broadca@iDCB), that takes advantage mlgss_ mo?"e ”‘?des and the edge E?tepre_sents a set of
broadcast redundancy to improve the delivery ratio in ﬂpé-dlrectlonal I|n!<s betwegn the nglghborlng nodeg. Two
environment that has rather high transmission error raﬂ?.des_ arg conS|d.ered neighbors if and _Onl_y if their geo-
Among 1-hop neighbors of the sender, only selected f&{aphlg distance is less thap the transmission range .
ward nodes will retransmit the broadcast message. FYEW with respect to a particular broadcast process is a
ward nodes are selected to meet the following two requir%]apShOt of network tOpOIOQY and broadcast S'Fate' .The
ments: (1) the sender’s 2-hop neighbor set s fully covergiftus of each node IS determlneql by itself or by its neigh-
and (2) the sender’s 1-hop neighbors are either forwst?ar based.o_n a particular local view. AII views used for
nodes or non-forward nodes but covered by at least t\ﬁ[‘?tus degsmn of nodes are made within "’? perlod}(st()
forwarding neighbors, the sender itself and one of the &an be simply represented &s For a specific node, t_he
lected forward nodes. The retransmissions of the forwa_ll’Bs,tream node that has sent a broadcast pa_cket to this node
nodes are received by the sender as the acknowledgen‘ﬁémewed as éorvv_arded nodeA.forward node_s a down-
of their reception of the packet. The sender’s non-forwaptf €am node designated by this node_that will forward the
1-hop neighbors do not acknowledge the reception of tl%oadcast .packe.t; aon-forward nodes a downstream
broadcast. If the sender fails to detect all its forward nod@gde that is designated not to forward the packet. No-

retransmissions during a period of time, it assumes that¢f that the node status under the current view will be

transmission failure has occurred for this broadcast, eit@anged 'n,ltlh; ne;d wevx(/]i tgat 'g" gforl]ward nqde In cur-
because of the transmission error or because of the ﬁﬁ[‘t view wi 'e atorwarded node In the next view.
ward nodes’ out-of-range movement. The sender re-send§°" Convenience, we usE;,(v) to represent thé-hop

the packet until it detects all forward nodes’ retransmi§€'9hbor set ob, where nodes in the set are no more than
sions or the maximum times of retries is reached. k hops further fromu. Ny (v) includes itself. (V1 (v),

The proposed algorithm has the following merits: 1-hop neighbor set, can be simply represented/as).)

. If. S is a node set)V () is the union of the neighbor sets
(1) Only the forward nodes transmit the packet so tha} every node ing, that is, N (S) = Uyees N (1),

the broadcast collision and congestion are reduced. 0
(2) The retransmissions of forward nodes are also used

as the ACKs to the sender so that no extra ACKs afe Neighbor-Designating-Based Broadcasting

needed. This scheme avoids the ACK implosion problem.|n [4], wu and Dai proposed a generic distributed

(3) The failure to overhear the forward node retransmigrgadcast scheme in which a CDS is constructed for a
sion will trigger the sender to retransmit the broadcast g@rticular broadcast and dependent on the location of the
that the loss of a broadcast packet can be recovered i§g@rce and the progress of the broadcast process. Each
local region. nodew determines its status and the status of some of its

(4) Each non-forward node is covered by at least tWsighbors under a current local view. Two categories of
forwarding neighbors so that its chance to receive “Pb?oadcasting approaches, callself-pruningand neigh-
broadcast packet successfully is doubled even in a highr designatingoroadcasting approaches, are classified.
transmission error rate environment. We are interested in the class of neighbor designating

Simulation results show that the algorithm providesroadcasting approach, where a node can determine its
high delivery ratio, low forwarding ratio, low overheacheighbor’s forwarding/non-forwarding status. All of the
and low end-to-end delay for a broadcast operation undellowing algorithms belong to this class and adopt the
high transmission error rate environment. greedy strategy where a minimum number of designated

The remaining part of the paper is organized as fdierward nodes are selected so that other neighbors can
lows: Preliminaries are briefly introduced in Section 2ake the non-forward status.

. PRELIMINARIES
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Fig. 1. lllustrations of four algorithms: (a) multiple relays (MPR), (b) dominant pruning (DP), (c) partial dominant pruning (PDP) and (d)
CDS-based broadcasting (CDSB).

In [5], Qayyum et al proposed selected multipoint reV (u) N N(v)) from Na(v), that is, the uncovered 2-hop
lays (MPRs) as forward nodes to propagate link state megighbor sel/' = Ny(v) — N(u) — N(v) — N(N(u) N
sages in their optimized link state routing (OLSR) protaV (v)) (Figure 1(c)).
col. The MPRs are selected from 1-hop neighbors to coverPeng and Lu proposed a CDS-based broadcast algo-
2-hop neighbors. Forwarded nodes are not consideredtithm (CDSB) in [10]. It considers not only the sender of
a node to select its MPRs and, therefore, the entire setloé broadcast packet but also the forward nodes with lower
2-hop neighbors must be covered. A relaxed neighbavede IDs that are selected by the sender to determine a se-
designating requirement is applied in [6]: if an MPR firdiected forward node’s forward node set. For a sender
receives a broadcast packet from a neighbor that is notstgppose: selects nodes v, w (id(t) < id(v) < id(w))
designator, it does not forward this packet (Figure 1 (a)js its forward nodes. When nodes, w receive the

Specifically, ifu intends to forward a packet, selects packet,t updates its uncovered 2-hop neighbor E¢ét)
its forward node set fromX = N(u) to cover 2-hop = Na(t) — N(u) — N(t); v updates its uncovered 2-hop
neighbors inJ = Ny (u) with a simple greedy algorithm neighbor seU (v) = Na(v) — N(u) — N(t) — N(v) be-
used in the set coverage problem [7]. Tfosward node causeN(t) is covered byt. Likewise,w’s uncovered 2-
set selection processorks as follows andwi, ws, ...} hop neighbor set i (w) = Nao(w) — N(u) — N(t) —
forms a forward node set that cove¥s(v). N(v) — N(w) (Figure 1 (d)). Notice that will not for-
ward the packet it/ (v) is empty.

Algorithm 1 Forward Node Set Selection Process
(FNSSP) B. Reliable Broadcasting

1. Each nodew in X calculates its effective node degree
dege(w) = [N (w) N U,

In general, a reliable communication needs some feed-
2. A nodew; with the maximumdeg.(w,) is first selected, ba_Ck from receiv_ers.. Maqy approaches are provided for
wy is removed fromX and N (w: ) is removed fron/. reliable communications in wired networks [11], [12],

3. If U is not empty, each node re-computes its effective nod®3], [14]. The basic categories of reliable communica-
degree and another node with the maximumdeg. (w;) tion schemes argender initiatedand receiver initiated

is selected. approaches [15]. In the sender initiated approach [11],
4. Repeat steps 2 and 3 untilbecomes empty. [14], the receiver returns a positive ACK to the sender for
each message it receives. The sender needs to maintain
Lim and Kim [8] provided a dominant pruning algo-all records for each receiver to confirm the success of the
rithm (DP). Unlike the MPR, the DP excludes the covedelivery. Only missing packets are retransmitted by the
age of the forwarded node from the current node’s 2-haepnder, either to individual requested receivers, or to all
neighbor set. Supposeis the last forwarded node and receivers. The drawback of this scheme is that the sender
is designated as the next forward nodeselects its for- may become the bottleneck of transmission when simulta-
ward node set fronX = N(v) — N(u) to cover 2-hop neous ACKSs return. Moreover, the amount of records that
neighbor set/ = Ny(v) — N(u) — N(v) (Figure 1 (b)). the sender must maintain may also grow large. In the re-
Lou and Wu [9] proposed partial dominant pruning akeiver initiated approach [12], [13], the receiver is respon-
gorithm (PDP) to extend the DP by further reducing th&ble for reliable delivery. Each receiver maintains receiv-
number of 2-hop neighbors to be covered by 1-hop neighg records and requests repairs via a negative acknowl-
bors. In the PDP, the nodeextracts the neighbors of theedgement (NACK) when errors occur. Several strategies
common neighbors af andv (i.e., neighbors of nodes incan be applied for the receiver initiated approach, such




as sender-oriented, flat-receiver-oriented and hierarchiaatly, maintaining the underlying cluster and the forward-
receiver-oriented approaches. The problem of the receiuay tree is almost impractical in dynamic MANETS.
initiated approach is the long end-to-end delay since theAll the above reliable broadcast algorithms require each
sender must wait for the next broadcast packet to detegeeiver to send ACKs in response to the reception of a
mine if the previous one is successfully delivered or ngsacket. These ACKs may become another bottleneck of
Therefore, it can be applied only when the sender helsannel congestion and lead to severe transmission con-
many packets to be sent. tention and collision which is referred to as ACK implo-

There are several reliable broadcast schemes ([3], [16on problem.
that aim to suppress MAC layer’s collision and provide
reliable MAC layer transmission. In the network Iaye_r,”L A D OUBLE-COVERED BROADCAST ALGORITHM
most reliable broadcast protocols come from the routing .
protocol proposed by Merlin and Segall [17]: The sourdd. Basic Idea

starts a broadcast operation by sending a message to all proadcast operation requires the packet be dissem-
its neighbors and waiting for the ACKs from its neighborsnated to all nodes in the network. But the interference
Wheniitreceives all these ACKs, it sends the message agkthe transmission of neighbors and the movement of the
ing the neighbors to propagate the message one more RgRes may cause the failure of some nodes to receive the
to their own neighbors. The neighbors of the source fq§roadcast packet. The broadcast redundancy can provide
ward the message to their neighbors and send the ACGi{gre chance for a node to successfully receive the packet.
back to the source when they receive all ACKs from a}f the sender can retransmit the missed packet, the broad-
their own neighbors, and so forth. The scheme incurs tggst delivery ratio can also be improved.
much communication overhead and needs stable linkagegpe proposed double-covered broadcast algorithm
for MANETS. works as follows: When a sender broadcasts a packet, it
A flooding-based reliable broadcast protocol proposediects a subset of 1-hop neighbors as its forward nodes
by J. J. Garcia and Zhang [18] allows the nodes that fig-forward the broadcast based on a greedy approach. The
ceived the broadcast packet to forward the packet witkelected forward nodes satisfy two requirements: (1) They
out further notice from the sender. Alagar and Venkateover all the nodes within 2 hops of the sender. (2) The
san [19] also proposed a reliable broadcast protocol base@der’s 1-hop neighbors are either forward nodes or non-
on flooding. The protocol works as follows: The sourcfrward nodes but covered by at least two neighbors, once
broadcasts the message to its 1-hop neighbors. Whepyahe sender itself and once by one of the selected for-
node receives the message, it sends an ACK back to ifdrd nodes. After receiving the broadcast packet, each
sender. If the message is a new one, the node retrafasward node records the packet, computes its forward
mits the message; otherwise, it drops the message. If Higles and re-broadcasts the packet as a new sender. The
sender does not receive an ACK from any of its neighbgstransmissions of the forward nodes are received by the
for a predefined period, it re-sends the message. In cgs@der as the acknowledgement of receiving the packet.
some links happen to be broken up, a handshake proceg non-forward 1-hop neighbors of the sender do not ac-
is provided to make two neighbor nodes exchange all Rhowledge receipt of the broadcast. The sender waits for
the messages they have so far to keep all records idegtpredefined duration to overhear the rebroadcasting from
cal. The obvious drawback of these flooding-based proigs forward nodes. If the sender fails to detect all its for-
cols is that the flooding may easily introduce the broadcagird nodes retransmitting during this duration, it assumes
storm problem. The ACK implosion problem may worsethat a transmission failure has occurred for this broadcast
the broadcast storm problem. because of the transmission error or because the missed
Pagani and Rossi [20] proposed to set up a forwardifgyward nodes are out of its transmission range. The
tree, which is rooted from the the clusterhead of soursender then re-sends the packet until all forward nodes
to each clusterhead, based on a virtual cluster architace retransmitted or the maximum number of retries is
ture for a reliable broadcast in MANETs. The broadeached.
cast packet is forwarded downward the tree from the rootThe proposed algorithm utilizes the method that the
source to the leaf nodes and the ACKs are collected bgnder overhears the retransmission of the forward nodes
each clusterhead and upward the tree from the leavesd@void the ACK implosion problem. Also, the algorithm
the root. The source retransmits the packet if error oguarantees that each node is covered by at least two trans-
curs. The algorithm changes to flooding when the rateissions so that it can avoid a single error due to the trans-
of topology change of the network becomes high. Appamission collision. Moreover, the algorithm does not suf-



fer the disadvantage of the receiver-initiated approach tHat 2

needs a much longer delay to detect a missed packet. é \ ® forwarded nodes
J} <L © forward node
40 O non-forward node
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B. Forward Node Set Selection Process

Fig. 2. A sample network where the noPleises the FNSSP to select

We suppose neighboring nodes exchange their 1-hggorward nodes in (a) case 1 and (b) case 2.

neighbor set information with each other and, therefore,
each node has its 2-hop neighbor setinformatidn(v). ¢ The Double-Covered Broadcast Algorithm
The forward node set selection process executes at each
forward node to determine its own forward node set. 1ne double-covered broadcast algorithm (DCB) is de-
Therefore, each nodein N (u) can be one of two cases: scribed as a set of event-driven rules as follows. We as-
1) v is a forward node that will forward the broadcastUMe @ broadcast process starts from sosrcghe fol-
packet; 2)v is a non-forward node which is adjacent t4°Wing symbols are used:
at least two nodes that will forward the broadcast packet:e F'(v): the forward node set of node
one isu and the other is the forward node that also cov- « U(v): the uncovered 2-hop neighbor set of nade
ersv. Thereforep has at least two chances to correctly » C.: the counter for the times a packet has been sent
receive the broadcast packet. Unlike in the DP algorithm by nodev.
[8] where only nodes inVy(u) — N(u) need to be cov- « T,: atimer at node for re-sending the packet.
ered by forward node sét(u), the selection process here * P(s,v,F(v)): a unique broadcast packet from

guarantees each node Vi(u) is covered by the forward ~ sources, attachingF'(v), and forwarded by node.
node set(u). o Tuait: the bound on the timer for a sender to overhear

the retransmission of all its forward nodes.
o RT,,q:: the maximum times of retries.

We consider the two cases where a nod#etermines
its forward node sek'(v): (1) v is the source of the broad-

cast:v uses FNSSP algorithm to finfl(v) in X = N(v)  \when a broadcast process starts frems uses the
to coverl/ = N»(v). (2) v is a selected forward node to regnssp algorithm to select its forward node Bét), and

lay the broadcast packet: Suppaskas already receivedjan piggybacks(s) with the packet and broadcasts the
the packet from a node set(v) and each node in V' (v) packet among its 1-hop neighbor 96ts).

has its own forward node sét(w). v uses FNSSP algo- 5, 4 nodey that receives a new broadcast packet
rithm to find '(v) in X = N(v) =V (v) = Uywev () F'(¥)  from an upstream sender v initializes its uncovered 2-
to coverlV = Na(v) = N(V(v)) = Uvwev() N (F(w)).  hop neighbors/(v) = No(v). If v is a forward node
The correctness of the algorithm is easy to prove. Wge., v is in F(u)), v updatesl/(v) by excludingN (u)
need to prove that (1) a forward nods 2-hop neighbor and N (F(u) — {v}), that is,U(v) = U(v) — N(u) —
setN;(v) is completely covered and (2)s 1-hop neigh- N (F(u) — {v}). The reason thdt (v) can excludeV ()
bor setN (v) is covered twice. Case 1 is a special case ghd N (F(u) — {v}) is explained in the above section. If
case 2. And the correctness of case 2 is obvious since theceives the packet for the first time, it computes its for-
algorithm guarantees thaf;(v) is covered by the union ward nodes” (v) to cover its updated uncovered neighbor
of V(v), Uywev ()N (F(2)) andF'(v) where all nodes in set/(v) and broadcasts the packet amakigv); other-
V(v), Uyzev(w) N (F(x)) and F(v) are designated to for- wise, v locally broadcasts the packet. The reasons that
ward the packet. More oveN (v) is also fully covered by 4 |ocally broadcasts the packet are (1) to satisfy the re-
v itself. Therefore N (v) is covered twice. quirement of the double coverage of non-forward neigh-
In the sample network shown in Figu®?, if using bors and (2) to acknowledge to the sender the reception of
DCB to select forward node set, the sender nddee- the broadcast packet.
lects node2,4 and 6 as its forward nodes. Suppose The sendet: broadcasts the packet and waits for a du-
the source of a broadcast is notleand node2 has re- rationT,,,;; to overhear the retransmission of its forward
ceived the broadcast packet from nodeand5. 1 and nodes. Ifu overhears a retransmission packet from its for-
5's forward node sets aré’(1) = {2} and F'(5) = ward nodev, v will be removed fromF (). If u does not
{2,6}. Therefore, nod@’s uncovered 2-hop neighbor sebverhear from all of its forward nodes during this dura-
iSN2(2)—N(1)—N(5)—N(6) = {3}. Using the FNSSP, tion, it assumes the transmission failure has occurred for
node2 selects nod8 as its forward node. this broadcast packet.then computes new(v) to cover



Algorithm 2 The Double-Covered Broadcast algorithnthat missed the packet does not cause other transmission
(DCB) error propagations in the network. When a forward node
For new packet starts from sourge f missed the packet, it may cause the transmission error

s uses FNSSP to finfl(s) in N(s) to coverN(s)
Cs=0

Ts‘ = ﬂuait

s broadcast$ (s, s, F'(s)) amongN (s)

Whenv receives a packe®(s, u, F'(u)) fromu

if P is anew onghen

U(v) := Na(v)
X (v) := N(v)
else

U(v) := U(v) — N(u) — N(F(u) — {v})
X() :=X() — F(u) —{u}
end if
if (v € F(u))then
if (P has never been receivetthen
v uses FNSSP to finél'(v) in X (v) to coverU(v)
C,:=0
Ty := Twait
v broadcast$ (s, v, F(v)) amongN (v)
else if(P has never been seritjen
v locally broadcast® (s, v, ) amongN (v)

to propagate since forward nodes are the key nodes in the
network that need to relay the broadcast packet. There are
two main causes for the packet loss:

Transmission collision and high transmission error
rate: In figure 3 (b), if f missed the transmission from
u because of the transmission collision or transmission
error of the radio channel, the nodes in the shaded area
may also miss the packet. The simple-sendalgorithm
is adaptive to this case: waits a period of tim&;, when
it sends a broadcast packetulfails to detectf’s retrans-
mission signal durind’,, u re-sends the packet until the
maximum retrying is reached.

Out-of-range movement of the noda selected for-
ward node may move out of the range of the sender node,
and this results in a transmission failure. In figure 3 fc),
moved out of the transmission rangewénd missed the
packet. TheRe-selectioralgorithm is used for this case:
When v fails to detectf’s retransmission signal during

zn-? i T., u supposeg has moved out of its range and re-selects
endi alternative forward nodes to cover the area which is sup-

if w € F(v) then
lztr(v) :(i)F(u) —{u} posed to be covered b

end if More specifically, suppose selects its forward node
When timerT,, is expired setF(u)={f1, fa2,...fm} and sends the broadcast packet.
if (F(v)# ¢) A (Cy < RTpae) then u waits forT,, and does not detect the retransmission from
C,:=C,+1 the forward noded7, f, ..., fi. The uncovered/(u) is
Ty := Twait No(u) — N(F(u) — UZ4{f/}). The selection criteria are
v uses the Re-send/Re-selection algorithm to determigg follows: (1) Addf, € N(u) in F(u) such thatf,, is
Fl(;;())adcast?( v, F(0)) among (v) the only node that covers some noded/ifu). (2) Add
end i 50, 5 gty fn € N(u) in F(u) such thatf,, covers the largest num-
ber of nodes i/ (u). If there is a tie, the node that sent
HELLO message most recently has the highest priority.
the rest of the uncoverdd(v) and re-sends the packet un¢3) Set the nodeg;, f3, ..., f, to the least priority to be
til the RT},q. limit is reached and stops further broadcasielected even though they may cover more nodé(in)
attempts. than other nodes. In Figure 3 (c), wherdoes not over-
hearf’s retransmissions may select andw to substitute
f for rebroadcasting.

D. Reliability issues

When a sender transmits a packet to all its neighbors, dn the above two cases, does not know iff is out
neighbor may fail to receive this packet because of a tramd-its range or not. Ifu can refresh its neighbor set on
mission collision with other neighbors, the high transmigime, » can recalculate its forward node set on demand
sion error rate of the radio channel, or the out-of-rangehen it needs to re-send the duplicated packet based on
movement of the node. the FNSSP algorithm. This method, called-calculation

We treat the non-forward node and forward node di&lgorithm, is suitable for the case when some new nodes
ferently: When a non-forward nodemissed the packet move into the transmission range wfandu re-sends its
(Figure 3 (a)), based on the FNSSPhas been at leaststored packets locally. The downside of this algorithm is
covered by two forwarding nodesand f; even wherv its long delay since each node has to wait for enough time
missed the packet from, it still has a second chance tao gather all neighbor's HELLO messages for refreshing
receive the packet fronfi. Note that a non-forward nodeneighbor set information.
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Fig. 3. Anillustration of transmission errors: (1) a transmission error occurs at a non-forwarchn@@g transmission error occurs at a
forward nodef that causes nodes in the shaded area to miss the packet. (3) alternative forwand rodiesare selected to cover the area that
is supposed to be covered by the missed forward rfode

E. Probabilistic analysis neighbor set off, suppose there are forwarded nodes

We study the probability increase for the followingblack nodes) that selegtas a forward node an for-
case: a node that should forward a broadcast packet W@ded nodes (gray nodes) that selgets a non-forward
did not because of the transmission error. We assumeé§le. The probability thaf correctly forwards a packet
error model as follows: A transmission error may occu$ equaled to the probability that the first transmission at-
at both ends of a wireless channel, that is, an error occlfmpt is from a black node and the first successful trans-
ring at the sender may cause all its neighbors to lose tRéssion is also from a black node.
packet and an error occurring at the receiver may only af-Without the retransmission mechanism, the probability
fect the current receiver but does not affect other receive? @ transmission attempt from a black node is
We assume that the errors follow the uniform distribution m (©)
with probability p.,» at both ends of a wireless channel m+n

so that nodes can only probabilistically send messagesa% the probability of a successful transmission from a
their neighbors.

I . black nod
For a single transmission fromto v (Figure 3 (a)), the ack node s
probability of a successful transmission is P(m,n) = T_ (Ps + PsP(m —1,n))
m
Ps = (1 = perr)(1 = Perr) 1) + PiP(m,n — 1) (7)
oy - . - . m + n

and the probability of a failed transmission is whereP(0, n) = 0, P(m, 0) = 1— PI", Y, n > 0. There-

Py =1~ Ps = 2perr — D2 (2) fore, the probability thaf correctly forwards a packet is

With the retransmission mechanism, a sender can re-  P,,.(m,n) =
send the packet several times if it does not overhear its
forward node’s retransmission signal, and the probability If each forward node has the retransmission mechanism
for a node to successfully receive the message increases! suppose each forward node can retry up times,
For a forward node, the probability of a failed receptionwhich equals to the case that there & black nodes

m+n(PS+PfP(m—1,n)) (8)

is and Rn gray nodes inf's neighborhood, then the proba-
p}( fy=rf (3) bility that f may correctly receive a packet from a black
whereR is the maximum times of retry and the probab|llt3?Ode firstis
of a successful reception is P.(m,n) = P,,(Rm, Rn) (9)
P(f)=1-Py(f)=1-Pf (4)  For example, suppose=4, n=2, R=3, p.,»=0.3, by

For a non-forward node, its probability of success is using (1),(4).(5),(8) and (9), we get

atleast / o P, = 0.49, P,(f) = 0.8673, P.(v) = 0.9237,
Py(v) = P(f) + Py (f)Ps(f)Ps (5)

We now calculate the probability that a forward node

may correctly forward a broadcast packet. In the 1-hop A = P(3,5) — Py (3,5) = 0.0230.

P, (3,5) = 0.5236, P-(3,5) = 0.5467,



TABLE |
SIMULATION PARAMETERS

TABLE Il
SIMULATED ALGORITHMS

I Parameter || Value |
Simulator ns-2 (version 2.26) Algorithm Description
Network Area 900 x 900 12 Transmission | Acknowledgment| Retransmission
Transmission Range 250m DCB-SD forward nodes| forward nodes Re-send
MAC Layer IEEE 802.11 DCB-ST forward nodes| forward nodes Re-selection
Data Packet Size 64 bytes DCB-RE forward nodes| forward nodes Re-recalculation
Bandwidth 2Mb/s DPI[8] forward node | none none
Simulation Time 100s BF all nodes none none
Number of Trials 20 RBAV[19] || all nodes all nodes flooding
Confidence Interval 95%

2) Simulation metrics:We measure the following met-
rics:
A. Simulation descriptions (a) Broadcast delivery ratipBroadcast delivery ratio is

In order to analyze the performance of the proposed the ratio of th'e nodes that received packets to the nu_mber
gorithm, we ran the simulation under the-2 test bed of the nodes in the netwprk for_one broadcast operqtlon.
with CMU wireless extension. The simulator parameters (P) Broadcast forwarding ratio Broadcast forwarding
are listed in Table I: The network area is confined withiffti is the fraction of the total number of the nodes in the
900 % 900 m2. Each node in the network has a constaf€tWork that at least retransmit broadcast packets once for
transmission range of 250. We usetwo-ray ground re- On€ broadcast operation.
flection modehs the radio propagation model. The MAC (C) Broadcast overheadBroadcast overhead measures
layer scheme follows the IEEE 802.11 MAC specificatiot€ €xtra data of the control packets, including HELLO
We use the broadcast mode with no RTS/CTS/ACK mechd ACK messages, sent by each node for successfully
anisms for all message transmissions, including HELL@¢complishing one broadcast operation. Itis measured by
DATA and ACK messages. Since transmission errors miyt€s per broadcast byte.
occur when nodes send messages in real wireless charid) Broadcast end-to-end delajroadcast end-to-end
nels, we use the uniform distribution with probability., delay measures the period _from the time the source broad-
at both ends of a wireless channel as the error model. Té#sted the packet to the time the last node receives the
movement pattern of each node follows taedom way- packet or no more nodes re-send the packet for one broad-
point model Each node moves to a randomly selectegfSt operation.
destination with a constant speed between 0 and the maxi3) Affected parametersie consider the following pa-
mum speed,,.... When it reaches the destination, it staysameters that affect the performance of the broadcast:
there for a random periodl; and starts moving to a new (a) Network sizerf): The number of nodes in a network
destination. The pause tinig is always O in our sim- determines the density of the network. A dense network
ulation. The network traffic load also affects the perfowill easily cause the collision and contention.
mance of the protocol; we change the value of constant{b) Transmission error ratez(,-): The physical ra-
packet-rateC’ PR (packet per second) while each packetio channel is affected by many environment parameters.
has a constant length of 64 bytes. A node may fail to réherefore, the Signal-to-Noise Ratio (SNR) at the receiver
ceive a message because of a transmission error, a tranay be below the threshold even though the receiver is in
mission collision or the node’s out-of-range movemente transmission range of the sender. This affect can be
After sending a message, a node will wait for a periosktimated as a transmission error ratg., which speci-
of time T3,4;+ and resend the message until it reaches tfies the transmission error model that messages may have
maximum valueRT,,.... Each simulation was run for 100been lost at both ends of a channel.
seconds and run 20 times to achieve the 95% confidencgc) Mobility of the nodeY;,..): The mobility of the
interval for the results. node affects the performance of the broadcast operation.

1) Chosen algorithms:We compare the performanced he faster the node moves, the higher possibility of the
of the algorithms listed in Table 1l through simulations tmode to lose the broadcast packet.
see the benefits and losses of the double-covered broadd) Network data traffic load @ PR): A heavy data
cast algorithm. traffic load will cause the network congestion that sharply

IV. SIMULATIONS
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Fig. 4. Sensitivity to size of the network: (a) delivery ratio, (b) forwarding ratio, (c) overhead and (d) end-to-end delay.

deteriorates the performance of the broadcast operatio®. Results and Analysis

(e) Interval of HELLO messag€l{;r1..0): Since the
nodes get neighbor information through HELLO mes- 1) Sensitivity to network sizeFigure 4 shows the case
sages, the hello interval determines the accuracy of dffere the network has low mobility/f.q, = 1m/s), low
node’s neighbor set. A large value of the interval wiifansmission error rate(, = 1%), very low data traffic
cause the information of the neighbor set to be out-dad (CPR = 1 pkt/s), typical hello interval T erro
date which misleads the forward node’s broadcast deci-l s) and waiting time Cyqir = 50 ms). We identify
sion. But increasing the frequency of the interval also i€ affect of network size to each metric. The network
creases the cost and causes network congestion bec&ipger this environment can be considered as a static error
sending HELLO messages compares to a flooding opeﬁr@_e network. Transmission collisions result in most of the
tion. packet losses.

() The times of retry RT;,..): It is intuitive that to Figure 4(a) shows the broadcast delivery ratio. We can
increase the times of retry can improve the broadcast ¢ee that under such environment, all algorithms have high
livery ratio but also increase the end-to-end delay. Also,dglivery ratios & 95%). The delivery ratios of all DCB
RT,... is set to 0, the algorithm can only get benefit froralgorithms (DCB-SD, DCB-ST, DCB-RE) are higher than
double coverage but not from message resend mechanibf.and BF which benefit from the retransmission mech-
By default, we seRT,,,. to 1. anism. Among all three DCBs, the DCB-SD outperforms

(g) Waiting time ,4;¢): The period of the waiting time the other two. The RBAV has the best delivery ratio. No-
for overhearing forward nodes’ retransmissions also dfee that even under such a static and very low traffic load
fects the behavior of a node’s broadcasting retransmissienyvironment, BF cannot guarants#®?% coverage. When
If the value ofT,,.;; is compared to the broadcast delayhe size of the network is smalk£30), the network may
the sender will resend a second copy of the packet orgmmetimes disconnect which leads to the delivery ratio
the first one is missed. In this case, the receiver will hal@wer than that in a large size network. Figure 4(b) shows
the best chance to receive a broadcast packet from a shidve-broadcast forwarding ratio. Both BF and RBAV have
est path from the source. If, on the other hand, the valaknost every node forwarding while all DCBs and DP
of T\uqi¢ is much larger than the broadcast delay, the notiave less thaf0% of total nodes forwarding a broadcast
that missed the packet is more likely to receive the packecket. The DP has the least forward nodes but the gap be-
from another neighbor’s relaying when a transmission éween DP and DCBs are slight asncreases. Figure 4(c)
ror occurs. shows the broadcast overhead. Since the traffic load is

very low, the control overhead such as neighbor set infor-
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Fig. 5. Sensitivity to transmission error rate of the network: (a) delivery ratio, (b) forwarding ratio, (c) overhead and (d) end-to-end delay.

mation and broadcast retransmissions cost more than wisaimilar to DP, but larger than the BF (Figure 5(b,c)). The
they save by reducing forwarding ratio. Therefore, BF hand-to-end delay of DCB is a little larger than DP and BF
the least value followed by DP and DCBs. RBAV show@-igure 5(d)). As we can see, RBAV has the largest value
the highest overhead of all the algorithms since each ndde forwarding ratio, overhead and end-to-end delay.
that receives a packet needs to send back an ACK meskrom this simulation, we conclude that DCBs outper-
sage. Figure 4(d) shows the broadcast end-to-end defaym DP and BF whem.,,.,. is high. This is due to the re-
The DP, BF and DCB have similar short end-to-end delésansmission mechanism of DCB. Compared with RBAV,
while RBAV has much longer end-to-end delay. DCB uses much less broadcast overhead to provide com-
From this simulation, we can see that the DCBs oyparable delivery ratio while RBAV needs the high for-
perform BF and DP by greatly improving the delivery rawarding ratio and overhead and long end-to-end delay to
tio with very little sacrifice of the forwarding ratio, end-reach high delivery ratio.
to-end delay and overhead. Although the RBAV has the3) Sensitivity to mobility of the nodeFigure 6 shows
highest delivery ratio, its other metrics are much worgbe affect of the node’s mobility on the performance of
than other algorithms’. Also, we notice that under vergroadcast operation. In this case,= 100, CPR =1
low data traffic load, we cannot use neighbor designatingt/s, perr = 1%, Thurrro = 1 s and Ti,eie = 50 ms.
algorithms(such as DCB and DP) that reduce the forwaid/e show the affect of the node’s mobility to each metric.
ing ratio to save cost. Figure 6(a) shows the broadcast delivery ratio of each
2) Sensitivity to transmission error rate:Figure 5 algorithm. The delivery ratio of BF and RBAV is almost
shows the performance of the algorithms under differeb®0% while that of DCBs and DP drop as the node’s mo-
transmission error rate. In this casez 100, V.. = 1 Dbility increases. DCBs are a little better than DP. DCB-ST
m/s, CPR = 1 pkt/s, Tuprro = 1 s and Ty, = 50 is better than DCB-SD and DCB-RE, but the difference is
ms. We change the transmission error ratg. from 0% slight. Figure 6(b) shows the broadcast forwarding ratio.
to 30% to see its affect to each metric. DCBs and BF have almost the same forwarding ratio and
In Figure 5(a), we see that the delivery ratio is affectatieir value decreases as the node’s movement increases.
by perr. Whenp,,., increases, the delivery ratio dropsThe value of forwarding ratio for the BF and RBAV is
for all algorithms. But the DCBs are better than both B&lways 100%. Figure 6(c) and (d) show the broadcast
and DP whem,,.. is high. Among the DCBs, the DCB- overhead and end-to-end delay. The mobility affects these
SD is better than DCB-ST and DCB-RE(over 10% whemetrics only slightly.
n=100). The forwarding ratio of DCBs and DP are much 4) Sensitivity to network data traffic loadn this sim-
less than BF and RBAV. However, overhead of the DCRB4dation, we change the network data traffic lo@® R
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from 1 to 80 to see its affect on the performance of these figures, a proper value for the hello interval should
broadcast operation. In this case,= 100, V,,.. = be chosenfrom0.5tod

Im/s, perr = 1%, Typrro = 1s andTyeie = 50ms. 6) Sensitivity to times of retry: We test the perfor-
Simulation results show that the traffic load affects all theance of the DCB under different values Bf;,,.,. In
metrics remarkably. The delivery ratio of RBAV dropghis case;n = 100, V4, = 1 m/s, CPR = 10 pkt/s,
under 90% when the network is onlypkt/s. When CBR Trrerro = 1s andT i = 50ms. RTyq, is set from O

is more than 4kt /s, RBAV drops sharply since the ackto 3. Figure 7 shows the affect of the times of retry on the
implosion problem occurs. For the other three algorithmggrformance of DCB-SD algorithm. Figure 7 (a) shows
their delivery ratios drop below 90% when the CBR ithat the delivery ratio can be remarkably improved when
more than 2Qvkt/s. Among all the DCBs, Re-send al-retransmission mechanism is applied. On the contrary, in-
gorithm works best. For the other three metrics of fosreasing times of retry only slightly improves the delivery
warding ratio,transmission overhead and end-to-end d@gtio but results in increasing forwarding ratio, broadcast
lay, both DCB and DP outperform the BF when CBR isverhead and end-to-end delay (Figure 7 (b-d)). There-
over 5pkt/s. fore, the best value for the times of retry is 1.

5) Sensitivity to hello interval: In order to investi- 7) Sensitivity to waiting time:We setT},q;; at 5, 50,
gate the affect of hello interval on the performance of tH#0, 5000ms to investigate the affect of waiting time on
DCB algorithm, we set hello interval; ;.10 at 0.05, the performance of DCB-SD. In this cases 100,p,,, =
0.1, 0.5, 1, 2, 10s. Here, we use the DCB-SD; otherl%, CPR = 10pkt/s, TurrLro = 1 s. The value of the
DCB algorithms have similar results. In this case; 100, Wwaiting time only affects the delivery ratio and end-to-end
Perr = 1%, CPR = 10 pkt/s andTy,qi; = 50ms. V., delay. The DCB algorithm acheived the highest delivery
ranges from 1 to 16@:/s. Simulation results show thatratio and lowest end-to-end delay WHEp,;; is 50ms.
the delivery ratio is highest whefy g0 is 0.5s and
second highest whefiy 1,10 is 1 s (Both are over 90% V. CONCLUSIONS
when V... is 160m/s). If the hello interval is longer In this paper, we propose a simple reliable broadcast al-
than 1s or shorter than 0.5, the delivery ratio is rather gorithm that provides high delivery ratio while suppress-
lower. This suggests that the interval of the hello mesyg broadcast redundancy. This is achieved by requiring
sage can not be too short or too long. Simulation resutinly some selected forward nodes among the sender’s 1-
also show that updating the hello messages too frequerithp neighbor set to forward the packet. The double cov-
generates large overhead while updating too infrequendsed forward node set selection process provides some re-
causes the neighbor information to be inaccurate. Fralandancy to increase the delivery ratio for non-forward
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nodes so that retransmissions can be remarkably sufpe] wW. Peng and X. Lu, “Efficient broadcast in mobile ad hoc net-
pressed when the transmission error is considered. The Works using connected dominating steggurnal of Software

simulation results show that the double covered broadc

algorithm has high delivery ratio, low forwarding ratio,
low overhead and low end-to-end delay for a broadcast op-
eration under high transmission error ratio environment.[12]
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