Minimum Latency Broadcasting with Conflict
Awareness Iin Wireless Sensor Networks

Zhen Jiang Donghong Wu Minyi Guo Jie Wu Robert Kline Xin Wang

Abstract—In this paper, we illustrate a practice of pipeline pro- to a minimum. The resultant broadcasting is caltaici mum
cess to maximize the parallelization of all possible interference- latency broadcasting. This problem is non-trivial, as we will
free relays in the broadcasting of wireless sensor networks show in the next section, because a change in early color

(WSNs), in order to optimize the end-to-end delay perfor- . . . . R .
mance in both the (synchronous) round-based systems and theSelection can incur different link utilization in the sueckng

(asynchronous) duty cycle systems. Broadcasting is one of thefelays and the corresponding schedules for interference.
fundamental communications in WSNs. Existing delay-sensitive =~ Recent systems [18] have adopted the asynchronous sleep-
broadcasting schemes adopt an approximation approach that is wake scheme to save energy and to extend the lifetime.
based on counting the hop distance to the source. They require |, thig duty cycle system, each node will periodically turn
all relays in each 1-hop propagation to be synchronized together ff it di h I while it L ha

in order to avoid any interference, but this also incurs the o 'S_ messgge sending ¢ E_;lnn_e, whiie '5_ recelv_m_g_ Channe
block of the interference-free relays from those 1-hop neighbar €mains on in order to maintain the routine activities. The
that have received the message. In the duty cycle system, suchwake-up schedule at each node uses a predictable pseudo-
a block can cause the relay to miss the wake-up time of the random sequence, but is independent of those of other nodes.
successor node which incurs the extra delay. In our approach, a A node can easily forecast any neighbor's next active time

heuristic information model enumerating all the possible future by obtaining its pseudo-random seed and the last active slot
sequences in terms of delay time is adopted first to achieve the y g P

optimal relay selection, initiating the study of global impact of 1he corresponding waiting time is calleycle waiting time

local interference. Then, a lightweight model estimating the hop (CWT). Having different CWTs of 1-hop neighbors increases
distan_ce to the edge of network of the unaccomplished relay the diversity of each 1-hop propagation in broadcastingngh
work is adopted with the well-known greedy color scheme 10 j,q the successor selection and the corresponding conflict

achieve the close-to-optimal relay selection. The analytical and schedule in the relavs. This increases the complexity of our
experimental results show the substantial improvement by our yS. P y

pipeline practice, compared with the best results known to date. €olor schedule.

Index Terms—Broadcasting, delay, duty cycle, pipeline, wire-  In this paper, we focus on an accurate color selection
less sensor networks (WSNSs). scheme in order to arrange the elapsed time of each relay (als
including those along the succeeding paths) into a pipeline
|. INTRODUCTION process. The key is to relabel the unselected relay(s) itbet

Broadcasting [9] is one of the fundamental communicatiomigceivers of the selected relay. Thus, the parallelizatioall
in wireless sensor networks (WSNSs). In many mission-ciiticpossible relays can be maximized and the total end-to-end
applications, it is very important to accomplish the braie delay can be minimized. The contributions are threefold:

ing quickly. Existing delay-sensitive broadcasting scherj2], 1) We clarify the minimum latency problem of broadcast-
[4], [16] adopt an approximation approach that is based on ing in both the round-based synchronous system and
counting the hop distance. Basically, a breadth-first tBfeS) the asynchronous duty cycle system by a color selection

is constructed from the source in a greedy manner. Then, each scheme. This is the first attempt to study the impact
relay in 1-hop propagation is scheduled by a coloring scheme  of the local interference on the global end-to-end delay

to avoid signal conflict of the interference. The clique o th performance. It helps us to formalize a heuristic solution
1-hop neighbors of a receiver existing in the relay canéslat with the time counterM by given any possible color
requires a different color for each vertex, forcing eaclayel labeling to identify all interference-free relays. This
with any unselected color to back off. Due to the lack of sets up a more accurate performance target than any
sufficient analysis of color selections in succeeding raund existing bound (e.g., [10]) in approximation approaches,

existing methods require all relays in a 1-hop propagatimn t for future research to further reduce the overhead cost

finish before the next round of neighbor coloring in BFS. This and to achieve a more practical solution.

will unnecessarily block the interference-free relaysifriose 2) To reduce the cost of the heuristic method while still

1-hop neighbors that have received the message. achieve the above optimization target, we provide a
The problem of unnecessary blockage cannot be solved non-heuristic solution for the well-known greedy color

completely by simply considering the node degree in thercolo ~ scheme in both the synchronous and asynchronous sys-

scheme to reduce the size of the clique (e.g., [7], [10],)[19] tems. It is based on a lightweight estimatidn of

A heuristic evaluation is needed for each color selectiotién unfinished work to the edge of the networks which

broadcasting so that the wait can be arranged in a pipelined can be constituted with a cost complexif}(1) in the

process with other relays, thus reducing the end-to-enaydel proactive mode. This new approximation approach fully
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Fig. 1. (a) Approximation solution based on the informatiorhop distance. (b) Deferred broadcasting due to an inapiatepselection of the cyan relay
at s. (¢) Minimum latency broadcasting with the appropriate e of the magenta relay at

takes advantage of the pipeline process so that the tofal 6,7,8,9} in the optimal solution (enclosed by the dash
latency can be reduced greatly, compared with existitige in Figure 1 (c)), the link utilization of this approach i
non-heuristic approaches. limited, which requires more steps to handle the interfezen
3) We develop a custom simulator to testify that the oph the same amount of nodes in the networks.
timization achieved in the greedy color scheme is very No traditional metric, such as the node degree, can provide
close to our ultimate optimization target, in either th@ccurate information to describe the impact of interfeesnan
synchronous or asynchronous system. The experimentsé relay latency in the pipeline process. In Figure 1 (b, th
results show the room for improvement on end-taelay from node) can be scheduled first at By this selection,
end delay from the existing approximation approachegs, 5,6, 7} will receive the message and leaik 8, 9,10} for
They also illustrate the substantial improvement of ouhe rest of the broadcasting (see the area highlighted by the
pipeline-based approximation solution in achieving thgash line). Then, we cannot find a one-step solution. This is
optimization target of the greedy mode and the ultimatsecause the relays for nodes 8 and 10 will incur an interteren
mode as well. at node 4. One of the relays must back off (i.e., extra time is
The remainder of the paper is organized as follows. Seteeded).
tion 2 briefly introduces our research motivation. Section 3 If the relay from node 1 can be initiated first (see Fig-
explains our network models of the round-based system am@& 1 (c)), {3,4,10} receive the message. The rest of the
the duty cycle system. Section 4 introduces our solutiom®des{5,6,7,8,9}, enclosed by the dash line, can be reached
of the minimum latency broadcasting in both synchronousimediately by the independent relays initiated from nodles
and asynchronous systems. Some analytical results are a@sd 4. The wait of the relays from 0 and 2 in the schedule of
provided. Section 5 discusses the experimental resultsiof modes can be pipelined with the relay that is initiated early on.
custom simulator. The end-to-end delay performance in oMiaking a color selection in the pipeline process é proven
approach is compared with the best results known to date.be difficulty by considering a) the potential interfererat
Section 6 summarizes the existing methods and their issuesde4, b) its schedule solution, c) the difference between the
Section 7 concludes this paper and provides ideas for futuessultant progress in Figure 1 (b) and (c), and d) the patenti
research. interference at nodé by receiving signals from both nodés
and 3. Note that the status of each link and its utilization are
also relevant to the early color selection. For instandectiag
In Figure 1, nodes 0, 1, and 2, as well as their succeediﬂ'g} relay from node will incur the use of link0 — 3 and an
relays, are colored with cyan, magenta, and brown, respétierference at node 4, but selecting the relay from ribdan
tively, due to a potential interference at node 3. In the hopvoid both of these matters.
distance based schemes, each colored relay will be irdtiate  In this paper, we study the mutual impact of different color
the sequence while any other interference-free relay iskbld. selections on the link utilization in the succeeding relapsl
The study is limited to the approximation solution and thee-clarify the minimum latency problem by the right metric.
upper bound of the worst case, whose end-to-end delayQsr goal is to determine a balance of relay processes in
proportional to the product of the network diameter and thterms of the overall delay. The link utilization and its wake
maximum size of the color clique, i.el,x 3 = 12 steps for schedule must be reconsidered. For instance, in Figure 1, if
the sample in Figure 1. node 1 wakes up before nod& receives the message from
A pipeline of color selections is constituted by a bottomeither node0 or 2, its relay to{4, 10} does not need to wait
up manner in [10]. In Figure 1 (a), this approach assumasad can be initiated immediately. In the other case, when the
that the last relay will reackS8, 9} only because they are thepropagation along — 6 — 9 — 4 can be conducted without
farthest (3-hop distance) away frasn Compared with the set any delay before nodé wakes up, the entire broadcasting

II. MOTIVATION
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Fig. 2. (a) Broadcasting (from;) with a conflict atuy. (b) Deferred broadcasting and (c) the minimum latency brastittg under the network model of
the round-based system. (d) Deferred broadcasting and€ejptimal solution under the duty cycle model.

tree will change. Instead of propagating along the directib being interfered with by other signals of concurrent relajs

1 — 4, the optimal solution must use this link in the oppositef its neighbors will receive such a message. By using a gmpl
direction of 4 — 1. The adoption of each link and the uséroadcasting sample, Figure 2 demonstrates all possilalg re
of its direction in the broadcasting tree can affect the alWer selections under our network models; optimal vs. hon-ogitim
delay and may require a new balance in color decisions of taed synchronous vs. asynchronous.

latency. This makes each color decision challenging.
IV. MINIMUM LATENCY BROADCASTING WITH CONFLICT

IIl. NETWORK MODEL AWARENESS

A WSN under the duty cycle model can be represented To achieve the minimum latency, our approach is to avoid
by a simple directed grapty = (N, E), where N is a set initiating any relay that will incur the unnecessary cortflic
of vertices (nodes) and is a set of directed edge&V(u) and the corresponding delay in the succeeding paths. Such a
denotes the set of neighbors within the radius of nade selection of interference-free relays is described in thierc
under the unit disc graph (UDG) model. Supported by ttgeheme. After a color is selected, all the relays labeled by
MAC protocol, each node will periodically turn off its megga it will be launched and such a propagation activity is called
sending channel (i.e., inactive to send any message out)the advance of the broadcasting. Our work is to identify each
order to save energy and extend the lifetime. Its schedwelor set and its initialization time in the optimal sequerto
is determined by a pseudo-random sequence in the unifommimize the end-to-end delay. As a result, each advance of
distribution with a preset seed [18]. Each time it wakes upje broadcasting can be determined.

a beaconing process is initiated to connect nodes within itsIn this section, we formalize the minimum latency prob-
communication range. The data receiving process consune® first. Then, we present our optimal target. After that,
a lot less energy than data sending. The receiving chanadbpting the greedy color scheme that we introduce as the
is always on in order to maintain the routine informatiompreliminary work, we propose a feasible target which is show
exchange among neighbors. It will fall into an idle statuswh by our experimental results, to be very close to our ultimate
no data signal can be detected. When a node receives glal. Inspired by this effectiveness, we present our prakti
beacon message from its neighbor, it will respond with ifsroadcasting protocol in the greedy color mode. It is based
own status information, including the location, last wake- on an estimation of the unfinished work in terms of the hop
time, metric values, etc. Therefore, each node can prduct tlistance, saving the cost in the heuristic mode. All the wsrk
active time of its neighbors. When a node is scheduled to tulleveloped in the synchronous system first and then extended
on its sending channel, it will send the stored message to tllthe asynchronous system.

of its 1-hop neighbors (also called neighborcasting), rdigas o

of whether or not its neighbors are also in active mode. A Préliminary

The entire network simply synchronizes all node actions Existing methods adopt the color scheme in each 1-hop
into each rounde 7' = {1,2,3,---} until the end of the propagation to avoid any signal conflict. All relays of thensa
lifetime, but not necessarily requiring each node to usecalor are interference-free and can be initiated conctlgren
global clock. In the duty cycle system, the schedule of tha daafter one color is selected, all other colors must back off.
sending channel is denoted B{u) = {u(1),u(2),---} C T, In the well-known greedy color scheme [2], a relay with the
with respect to itsl*?, 2", ... wake-up time. Let = \T‘{un most receivers will be labeled first, in order to maximize the
denote the cycle rate. On average, each node can becomre acfilization of data sending channels and to avoid too many
after everyr slots, but there is not necessarily a fixed intervaloncurrent relays. However, existing color schemes igttuee
r between any two consecutive wake-ups. ability of nodes that received the message from the selected

We let s be the source that initiates the broadcasting at it®lor relay to initiate their own relays with those lagged
active slott,. To avoid the storm problem of flooding [17],relays concurrently, due to the synchronization in eaclod-h
each relay node can only send once per round/slot. Withqarbpagation. To maximize the parallelization of all poksib




Algorithm 1 (Extended greedy color scheme)Determine the color the more efficient the single neighbor-cast channel of thisrc
label C'; for each nodeu, with respect toW in the round-based rg|qy will be. This constraint also provides a constructioat

synchronous system (6¥(t) in t.he duty cycle system). can label each color gradually. That is, from coloto A, one
1) Check whethew has received the message W or W (t)), node is labeled b lof if and onlv if it conflicts with an
but at least one neighbar € N(u) does not (v € W or ode IS labeled by color it and only contlicts any
W (1)) so thatv can gain benefits from the 1-hop neighborcadtClOr that is labeled previously.
of u (see constraints 1 and 2 in Eq. (1)). Eq. (2) is easy to extend into the duty cycle system. By
2) Set color label = 1. simply identifying those nodes available to send a messtage a
3) Sort all qualified candidates by the order of the utilization ofjme slott, a color C’i(w,t) can be decided as follows. Let

its relay, i.e., the number of possible receivers in its 1-ho .
neighborhood (see the extra constraint in Eq. (2)). R(W,t) denote the number of colors needed Fbrat slott:

4) From the top in this list to its bottom, a candidatés labeled eEW.teT Yu e C.(W.t
by C; when it does not have any signal conflict with ottg&r Y ’ (u) Y i(W:1)

nodes (see constraint 3 in Eq. (1)). . (3)
5) For any node that has not been labeled, it must conflict with the same in Eq. (2),
any of the labeled nodes (see constraint 4 in Eq. (1)). Set color with respect to t
labeli = i+ 1 and repeat the above process in step 4 until all . . )
candidates are labeled. The details of our color scheme can be seen in Algorithm 1.

B. Target problem described by time counter M

Given the current progress of message propagdiiorat
relays and to further reduce the broadcasting task and ritgind/slott, we focus on the selection of a colar, for the
elapsed time, we extend the color scheme. The key is to applpadcasting advance
the color scheme immediately once the selected interferenc
free relays are accomplished so that the unselected reliftys w AW, t) = N(u) [vuec;(w)1<isaw)
be re—IabeIe_d with those rgceivers of this selected re@n d _in the round-based system, or
they have different hop distances to the source. Their ralgi
color(s) will thus be superseded. AW, t) = N(u) [vuec, (wit),1<i<a(wit)

In the synchronous round-based system, assume that the
broadcasting ends at round During the broadcasting procesdn the duty cycle system. _
att (t, < t < t,), the set of the nodes that have already In the roupd-base(_j synchronous system, startln_g_from the
received the message is denotedbt), and N — W (¢) is Sources and its start time (roundl,), our task of the minimum

denoted byiV (¢). We havel (t,) = {s} and W (t.) = N. A latency broadcasting is tp minimizg. Such a problem can.
color of W, sayC;(W), is defined as follows: be formatted as follows, in terms of the number of rounds:

uew Vu € Cy(W) t P(A) = min{te}
S.T.
Jv € N(u),v e W Vu € C;(W) te = M({S}’ts) . (4)
M(N,t) = t—1, activity ends

N@NN@NW=é vupeciwy @ MW,t) = MW +AW,1),t+1)

The delay problem in the duty cycle system is formatted
el 1<i#j<AW), Vu € C; by rewriting Eq. (4) to a slot-based system, with respect to
WNN(u)NN(v) # ¢ different time unitt and the corresponding countéf. Table |

where1 < i < A(W) denotes the number of colors needeUMmarizes all of the notions used in this paper.
The first two constraints indicate that the color is labeled . Target solution with any possible scheme

each node carrying the messagél’ for a neighborc W that ) o
is requesting it. The third constraint confirms the intesfere-  After a comprehensive study of relay parallelization in the

freedom among all nodes of the same color (i.e., no Commgfpadcagting with conflict awareness, we make the following
neighbor under the UDG model). The fourth constraint revedtPServations.
the fact that we can always find an interference node that isl) The traditional color scheme applies to nodes with the
neighboring with different colors. same hop distance to the sourgeand enables their
relays only. The label of a color node remains stable
until all color relays finish. It ignores the ability of those
= . 2 nodes that received the message earlier to initiate their
maxyec,w){| N(w) N W [} = Y @ relay concurrently with the lagged color relays.
maxyec;,w){| N@)NW [} 1<i<j < AW) 2) To initiate all possible relays and to maximize their
The well-known greedy color scheme (e.g., [2]) can be  parallelization in the minimum latency broadcasting,
described in Eq. (2). The extra constraint helps to label the each node in an unselected relay must be relabeled. The
node with more receivers(N NW) first. The more receivers, corresponding selection in the succeeding paths can be

the same in Eq. (1)



slu source / current node direction without deferring the entire broadcasting. That

NIN (u) nodes in the network / 1-hop neighborswof .
T Ifetime (in terms of the number of rounds) the farthest node to reach is always preferred, unless such
T(uw) wake-up time ofu in asynchronous systems a relay is delayed by interference. In such a delay, another
7 cycle rate, i.e.avg(%),ue N relay must be selected, with no less th@rhops. Because
t(u, v) CWT thatu waits forv, I.e., of the unit-disc-graph model, there is no other relay betwee
- Ht“nt{/ti *dtt} |t €T (0)> €T (w) these two. But, such a 1-round-lagged relay can meet another
slle start / enda time .. .
W OW ) nodes that received the packet (at Fpt similar one, causing one of them to have another delay. Now,
W (WD) N—W (N — W) one 2-round-lagged relay and.one 1—r9und—|agged relay are
A(W) TA(W, 1)) number of colors needed ¥ (/at slot?) surrounded by twal-hop relays in both sides. No other relay

Cr(W) (IC (W, 1)) | k'™ color relay fromW (/at slott), 1 <k < A || path can supersede this 2-round-lagged relay. Therefoee, t
AW) (TA(W, 1)) broadcasting advance frol (/at slott) elapsed time has
M time counter, with respect t&/, ¢, and .S

Q; (u) i quadrant withu as the origin1 <i < 4 PA) —t,+1<d+2.
E;(u) time estimation for the relay from in Q;(u)
P(A) solution for the broadcasting from with The worst case of a 1-hop relay in the duty cycle system is
respect taS and its resultanti that both end nodes wake up according to the same schedule,
TABLE | so that the successor node must wait for the entire cycle to

LIST OF NOTIONS USED synchronize the receiving and sending process, causing an

extra delay with a maximum ofr slots. The worst case is
that all (d + 2) rounds require such a synchronization. Thus,

in the duty cycle system, the elapsed time has
changed. One single color decision can change the Iian i y P

utilization anywhere in the entire network. PA)—ts+1<2r(d+2).
3) The existing color pipeline process (e.g., [10]) assumes

that the farthest nodes are the receivers in the last step,

i.e., W(t. —1). Such an assumption ignores the factheorem 2 Each calculation of M converges.

that these nodes can be reached at different time |

the minimum latency broadcasting. This setting wil roof: In the recursive procedure, the 3&t expands greedily

as well as the broadcasting progress under our network model

nIgue to the limit of A and the size ofN, the calculation
the opportunity to achieve the optimal schedule
converges. [ ]

Based on our study, we format the schedule problem in the
(round-based) synchronous systems here: Theorem 1 provides the performance bound of a broadcast-
AW, 1) = N(u) | ing as it is claimed as a solution of the minimum latency
’W ;j < )\(;}ia(m ) broadcasting. It is also the closest target that we can eehie
M(W + Cy(W), t +—1) EM(W W)t 1) in our optimization. Theorem 2 proves the effectivenesa/of

in the above heuristic calculation.
whereC; (W) and C; (W) are any color se€ W that meets S ] ]
the constraints in Eq. (1). Similarly, the extension to thB- OPtimization achieved with the greedy color scheme
asynchronous duty cycle system is described as follows: The adoption of the greedy color scheme will reduce the

AW, 1) = N(u) | cost in determining all possible color sets from the current
,W <j< /\($€t§ (W:t) propagation progresd’. Then, the optimization achieved in
MW + C(W, 1) tIl)_< M(I;[ALC-(W 0t 4+1) the synchronous system with the greedy color scheme (see
(3 'Y ) = Vi s Y/

Algorithm 1) can be written as:
Note thatC(WW) in the synchronized system is applied on all

1-hop neighbors in the topology structure, l6UtIV, ¢) in the AW, 1) = N(“) Ivuec(w)
duty cycle system is applied on those awake 1-hop neighbors Vi< g s MW), )
only (i.e.,t € T(u) in Eq. (3)). MW +Cy(W),t+1) < M(W + C;(W),t +1)

The optimization in the above solutions is obvious: Eadits extension to the asynchronous duty cycle system is de-
local decision will select the color only when such a setetti scribed as follows:

has the best performance in the overall view. The following AW, 1) = N(u) lvucc.we
theorems prove the aim of the minimum latency broadcasting. V1 < j< )\(V(“/Et {(Wot) ®)
Theorem 1 P(A) —ts < d + 2 (rounds) for the round-based ~ M (W + C;(W,t),t + 1) <MW +C;(W,t),t+1)

synchronous system and P(A4) —t, < 2r(d+2) (dlots) for the Note thatC; and C; are any color see W that meets the
duty cycle system, where d is the hop distance from s to the .o oiniein Eq. (2)

farthest node to reach in the network. Table Il illustrates the detailed process to determine the
Proof: In the round-based synchronous system, accordingdelected color for in the round-based synchronous system in
the calculation of M, our scheduleA always selects the order to achieve the minimum latency broadcasting with our



Algorithm 2: Estimate the delay cost for the broadcasting frenm  Algorithm 3: Color selection to decide the broadcasting advaAce

Qi Ei(u). at the current progresd’.
1) Apply the hull algorithm [3] and the boundary construction 1) OPT: Define each possible color by Eq. (1) and select the one
algorithm [6] to constitute the edge of the networks. with the best end-to-end performance (determined in a heuristic
2) SetE;(u) of any edge node t6 when N(u) N Q;(u) = ¢, manner by Eq. (5) in the synchronous system and by Eq. (6)
1<i<4. in the asynchronous system).
3) For any other node € N, setE;(u) =00, 1 <i < 4. 2) G-OPT: Determine the greedy colors (by Eq. (2) in the syn-
4) UpdateFE;(u) from oo, by applying Eq. (9) in the synchronous chronous system and by Eq. (3) in the asynchronous system)
system (or Eqg. (11) in the asynchronous system). and select the one with the best end-to-end performance
5) SetFE;(u) to0 for nodeu whenN (v)NQ;i(u) = ¢, 1 < i < 4. (determined in a heuristic manner by Eq. (7) in the synchronous
6) UpdateE;(u) from oo by applying Eg. (9) in the synchronous system and by Eq. (8) in the asynchronous system).
system (or Eqg. (11) in the asynchronous system). 3) E-model: Determine the greedy colors (see the above) and

select the one with the largegt value (by Eq. (10)).

extended greedy color scheme. Table Il shows the effective
ness of our schedule when the link utilization in the mudtipl neighbor in quadrant- Then, each node € N will update
hop succeeding relays must be considered. Table IV displdigsco value and onlysc value in E;(u) by Eq. (9).
the application of our schedule in the duty cycle system. At each W, we apply the color scheme in Algorithm 1

. ) ) ) o first. Then, a color with the node that has the largest value,
E. The solution with a lightweight estimation 4-tuple £ say E;(u), will be selected for the broadcasting advance in

To save the cost of the heuristic search for each intermguadrant: (i.e., N (u) N Q;(u) N W # ¢).
diate status in the above constitution &f, we provide the AW, 1) = N(u) |
practical implementations that balance the performandh wi ') = N Vuedi (W)
the overhead cost. Inspired by the analysis of the critiatthp > -5
of interfered relays in Theorem 1, the new schedules aredbase k(u) = By (v)
on the estimation of the unfinished work in terms of the hop |ueC (W)AN (0)NQu (w)£6, YoEC; (W)AN ()NQu (v)#0
distance to the edge of the networks, unlike many existingFor example, in Figure 1E5(7) = E»(8) = E»(9) = 0,
methods that only consider the finished work in terms of ttend F5(0) = FE2(4) = E(5) = E»(6) = F»(10) = 1. We
hop distance to the source. The idea is straightforward: thave F»(1)=2 as the maximum. Color magenta with notle
longer the path in expectation, the earlier the relay must bgll be selected to achieve the optimization in Figure 1 (c).
selected and initiated in the pipeline process. Then, the E-model is extended to the asynchronous duty
[11] adopts a proactive method to collect the delay infoeycle system by revising Eqg. (9) as follows:

mation for the unicasting toward the edge of the network. . )
The information constituted in a 4-tuple at each node can Ej(u) = min{t(u,v) + Ei(v)}, 1<i<4 (11)
efficiently guide any routing that is passing through, sa\ire At each slott, Algorithm 1 will be applied ori¥ to decide
cost and delay in the reactive (on-demand) information modfie proadcasting advance. Among toxalv, ¢) colors, a color
We extend the method here to help the color schedule whg) pe selected by applying Eq. (10) with respectdiv, t).
the broadcasting propagates toward the edge of the networka|gorithm 2 shows the details of the construction Bfin
Instead of selecting a node with a short delay to the netwaskth synchronous and asynchronous systems. The following
edge along the forwarding direction, we select a color witfheorem proves such construction to be cost-effectiveeNot

the node that has the longest delay to the network edge as#fi§ there is no delay cost in the proactive mode.
performance bottleneck of the entire broadcasting process

The edge of the network can be identified by applying thEh€orem 3 The E-model has a cost complexity of O(1) in
boundary construction in [6] from any node that is located d&™S of the number of information exchanges and updates.

the hull [3] of the entire network. Each edge nodeets its  proof: In both synchronous and asynchronous systems, each
metric valueE;(u) (1 < i < 4) to 0 when it does not have any node updates it€ value once fromo and becomes stable.
neighbor in quadrant-(i.e., N(u) N Q;(u) = ¢); otherwise, |t not, such a node: must have a neighbar with a smaller

s.t.

(10)

Ei(u) = oo for any nodeu € N, andl <i<4.  yajye after stabilization. Due to the initial status andubelate
In the synchronous system, after the above '”'tlahzat'OBrocedure,v must be stable befor& () is updated, which
each node: € N will update itsco value in E;(u) by: leads to a contradiction.
Ei(u) =1+ min{E;(v)}, 1<i<4 © For all possible brpadcastsO(N)) in the network, the
total cost of updates is less thdanx N. Therefore, the cost
wherev € Q;(u) NN (u). Starting from the edge nodes of thecomplexity isO(1). [ |

networks with a fixed status, the whole phase converges.

There exists a local minimum node [1] witk still inits £ F Summary
value. After the above process converges, any nodéth oo In this section, we first discuss an overall optimization,
in its E; will change the value t6 when it does not have anydenoted by OPT, as our target. A new time couniéris



Task M (W, t), # of rounds|| C7---Cy | M in consideration| selected coloC; | A(W,t)

ML 1) o {1} | M({1,2,3L,2) o 23]
M({1721 3}12) Cy: {2} M(N7 3)! C1 {475}
Co: {3} | M({1,2.3,4},3)
M(N,3) =2
M({1,2,3,4],3) Cr:12] | M(N,9),
M(N,4) =3

TABLE Il
SCHEDULE FOR THE SAMPLE INFIGURE 2 (A), WITH N = {1,2,3,4,5},¢s = 1, AND P(A) = 2.

Task M (W, t), # of rounds || C1---C) M in consideration selected coloC; | A(W,t)
M({s},1) Cy : {s} M({s,0—2},2) C {0 —2}
M({s,0—2},2) Cy : {0} M({s,0—-3,5—17},3),
Co : {1} M({s,0— 4,10}, 3), Co {3,4,10}
03{2} M({S,O—3},3)
M({s,0—-3,5—7},3) Cy : {3} M({s,0—9},4),
Co:{1,6} | M({s,0—7,9—10},4)
M({s,0—9},4) Cq : {1} M(N,5) =4,
Cr:{d} | M(N,5) =4,
Cs : {8} M(N,5) =
M({s,0—-7,9—10},4) Cy - {4} M(N,5) =4,
Cy : {9} M(N,5) = 4,
Cs : {10} M(N,5) =4
M({s,0— 4,10}, 3) C1:{0,4F | M(N,4) =3, 1 5—9}
Co : {3} M({s,0—4,6,9 —10},4),

Cs : {10} M({s,0—4,8,10},4)
M({{5,0-4,6,0—10},4) || C1:{0,4F | M(N,5) =

M({s,0 —4,8,10},4) C1 : {0,4} M(N,5) =4,

Cy : {3} M({s,0 — 4,6,8 — 10}, 5),

Cs : {8} M({s,0 — 4,8 — 10},5)
M({s5,0-14,6,8—10},5) || C1 {0} M(N,6) =5,

Cy : {6} M(N,6) =5,
M({s,0—4,8—10},5) || C1:{0} M(N,6) =5,

Cy : {3} M({s,0 —4,6,8 — 10},6) = 6,

Cy : {9} M({s,0 —4,6,8 — 10},6) = 6,

M({s,0-3%4) C1: {3} M({5,0—4,6,8 —9},5),
Cy:{0,1} | M({s,0—7,10},5),

M({s,0—4,6,8—9},5) || C1:{0,1} | M(N,6) =5,

Cs : {8} M({s,0—4,6,8 — 10},6) = 6,
M({5,0 —7,10},5) Cy {37 M(N,6) =5,
Cy {4} M(N.6) =5,

Cs : {6,10} | M(N,6) =5,

TABLE llI
SCHEDULE FOR THE SAMPLE INFIGURE 1 (C) IN THE ROUND-BASED SYNCHRONOUS SYSTEMWITH N = {s,1 — 10}, ¢s = 1, AND P(A) = 3.

Task M (W, t), # of rounds 01 M in consideration | selected coloC; | A(W,t)

M({1}72) {1} ]‘/[({1727 3}73) [& {273}
M({1,2,3},3) N/A M({T1,2,3},4) N/A )
M({1,2,3},4) Ch: {2} M(N,5) =4, Ch {4,5}

C> : {3} M({1,2,3,4},5)
M({1,2,3,4},5) N/A M({l 2,3,4},6) N/A )
M({1, 234}r+3) Cq : {2} M(N,r+4) >>4
TABLE IV

SCHEDULE FOR THE SAMPLE INFIGURE 2 (E) IN THE DUTY CYCLE SYSTEM, WITH N = {1,2,3,4,5},ts = 2, AND P(A) = 4.
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Fig. 3. P(A) in the round-based synchronous system. Fig. 4. Experimental results dP(A) in the duty cycle system with = 10.

1400
used to measure the delay for each color selection. This

ultimate goal can be achieved with an off-line calculation,
as we did in the simulator. Then, we study the difference
between the greedy color scheme and the optimal color scheme
in achieving the minimum end-to-end delay. A more feasible

1200
1000 -

800

# of slots

optimization with such a greedy scheme, denoted by G-OPT, is o S p——
described in this section. At last, based on some prior wock a 400t 17-approximation

the results of our study on the effectiveness of the greetty co o
scheme, we present a practical solution, denoted by E-model Xp—e—0—08—90—0——6—6—o—e—o
which is derived from a delay estimatidii that is constituted 00— ™ o S - .

# of nodes

in a lightweight process under the proactive mode. All the
solutions have two versions, one for the synchronous rour}—q_. 5. Analytical results ofP(A) (upper bound) in the duty cycle system
based system and the other for the asynchronous duty cw;i% =10

system. Algorithm 3 summarizes the color selection schemes

that we are proposed in this paper.

BFS requires a synchronization process. Under the new model
in this paper, the color scheme and its selection is appbed f
In this section, we verify the effectiveness of our approagtych broadcasting advance based on the evaluatiod &dr
in achieving the ultimate performance ga@(A) of end-to- the optimal solutions and for the approximation solution.
end latency by using a custom simulator built from real Micat the end, we count the number of rounds that are needed to
mote testbed data. accomplish the broadcasting in each model.
. . Next, in the duty cycle system withr = 10 (slots),
A. Simulation setfing we compare the best solution known to date (i.e., the 17-
In the simulations, 58300 nodes, with a communicationapproximation in [12]) with our approaches: OPT with Eq, (6)
radius of 10 feet, are deployed uniformly to cover an interes-OPT with Eq. (8), and E-model with Eq. (10). Our network
area of 50x 50 Sq. Ft., creating different densities (nodes penodel is applied. The BFS color scheme in [12] is applied
Sg. Ft.) ranging from 0.02 to 0.12. The source is randombased on the hop distance while our color scheme is applied at
selected with a distance oh&8 hops to the farthest node. each slot for any possible advance. After the color is setkct
Firstly, in the round-based system, we compare the béstrelays will be initiated and will advance 1-hop at eadaft.s!
existing solution with conflict awareness known to date.,(i.eBut for any color backing off, it requires a wait @f slots
the 26-approximation in [2]) with our approaches: the oplim (1 < k < 2r) to re-initiate. After that, we run the simulation
solution with Eq. (5) for any color scheme, the optimaih a light duty cycle system (i.e2% duty cycle system with
solution with Eq. (7) for the greedy color scheme, anthe rater = 50 slots).
the approximation solution with Eqg. (10). Simply, they are )
denoted by 26-approximation, OPT, G-OPT, and E-modd; Smulation results
respectively. In each round, we simulate the node actiomiund The substantial improvement on the end-to-end delay of
all models. Under 26-approximation model, the BFS is buitiur approaches in the round-based synchronous systems is
and the greedy color scheme is applied. After that, the colsinown in Figure 3, which suggests the validity of our pipelin
is selected and its broadcasting advance is launched. Howeapproach. The analytical results of Theorem 1, denoted by
the propagation with the same hop distance to the sourcein @PT-analysis, are also shown in Figure 3.

V. SIMULATION



1200—— ‘ ‘ ‘ ‘ broadcasting. For a relay in the light duty cycle system, the
chance of being scheduled off becomes less. However, each 1-
hop propagation requires longer cycle waiting. The endrtd-
delay is more likely in proportion to the hop distance. Intbot

1000

800

2 Db cases, our approach achieves a better end-to-end perfoeman
2 600G E-model 1 because of the use of the pipeline process.
** 17-approximation

G-OPT is very close to OPT. In many cases, the solution

T for the greedy color scheme achieves the optimal end-to-end

200} ] performance. From our experimental results, the diffezenc
e between them is no more than 2 hops in the round-based
%0 50 100 150 200 250 300 system. In light duty cycle system, they achieve the same

# of nodes

performance. In heavy duty cycle system, the difference is
Fig. 6. Experimental results dP(A) in the duty cycle system with = 50.  controlled withins slots. The results show the effectiveness
of G-OPT solution as the replacement for OPT, as well as the
greedy color scheme for saving the heuristic search for any
7000 — : : : : possible color set from the current progress.
There exists a room of at least 70% improvement from the
best results known to date. In the synchronous systera%a
improvement is expected. In both the light duty cycle system

6000

5000

2 4000} ] and the heavy duty cycle system, the improvement from 85%
E 2000 | up to 90% is expected. The results prove the necessity of our
o ooroximaton optimization work, and guide the development of a practical
20001 ] solution for achieving the minimum delay.

° By adopting the appropriate pipeline process, even with
oL ‘ ‘ ‘ ‘ a coarse-grained estimation, E-model can achieve a close
30 50 100 150 e ° 250 300 performance as OPT and G-OPT, in all the network models;

synchronous vs. asynchronous, heavy duty vs. light duty.

Fig. 7. Analytical results of?(A) (upper bound) in the duty cycle system Our analysis of the performance upper bound is also proven

with 7 = 50. accurate, in both the round-based system and the duty cycle
system. Such analytical results can be used as the target for
our further improvement of the color scheme.

Figure 4 shows the experimental results of our approaches
that are collected from the duty cycle system with= 10.
Figure 5 shows the corresponding analytical results fromLatency is a very important problem of an efficient broad-
Theorem 1, compared with the upper bound that is describeasting in the duty cycle system, and it has been addressed in
in [12]. past literature (e.g., [14]). [15] proposes a heuristizgoh to

Figure 6 shows the experimental results of our approacteghedules the activities of the sensor nodes. Howeverei$ do
in the light duty cycle system (with = 50), compared with not take into account any interference. As indicated in [11]
those results of the approach in [12]. Figure 7 shows tij0], the transmission time must also be considered, which i

1000g—@———6——6—60—6—0

VI. RELATED WORK

corresponding analytical results. directly proportional to the hop number.
) Many existing methods adopt the hop counter [8] as the
C. Smulation summary metric in the delay evaluation. The problem of latency in
We have the following observations. broadcasting is studied in [4]. A BFS tree is built based

After the node density reaches a certain point, say 0.1 nodes the connected dominating set (CDS). A color schedule
per Sg. Ft. (i.e., 250 nodes deployed in our networks), tie formed along this tree for each 1-hop propagation. That
more nodes added for a condensed deployment, the marark is the first paper to prove a constant approximation
receivers each relay will have. This will reduce the depth oatio for the end-to-end delay. Another parallel work [16]
the broadcast tree, making the entire process end faster. focuses on the practical implementation of this approach in

Both 26- and 17-approximation solutions will be affectethe distributed manner. Compared with the work in [4], a
by neighbor configuration, not exactly in proportion to hopore efficient solution with a better approximation constan
distance; although, they can be bounded within a thresmold(a 26-approximation solution with respect to hop distarise)
proportion to hop distance. presented in [2]. [10] claims a 16-approximation soluticithw

In heavy duty cycle system, a node has more neighbdhe geometric properties of the unit disc graph (UDG).
available than it has in the light duty cycle system. This By extending the pipeline algorithm [5], a lower bound of
increment of node degree incurs more interferences. CWT+O(lg))-approximation solution is achieved in a bottom-up
becomes more important in achieving the minimum laten@pnstruction [10]. Unfortunately, this improvement foeson



the delivery of the message and ignores the interferencePA 19383, USA. Mr. Donghong Wu and Dr. Minyi Guo
also ignores the change of link utilization in the succegdirare with the Computer Science & Engineering Department
relays after an early color selection. The pipeline is ladibn at Shanghai Jiaotong University, Shanghai, 200240, China.
the BFS and ends at a fixed set of nodes, i.e., the optimal eld: Jie Wu is with the Computer & Information Sciences
to-end performance cannot be achieved because this apprdaepartment at Temple University, Philadelphia, PA 19122,
cannot initiate all possible relays from the nodes that ha#SA. Dr. Xin Wang is with the Department of Computer
received the message. Moreover, the BFS is a global inforn&-Electrical Engineering & Computer Science at Florida
tion and the entire pipeline process must be rebuilt when tAdlantic University, Boca Raton, FL 33431, USA. This re-
source changes. The overhead cost cannot be ignored. search work was supported in part by NSF grants ECCS
The delay problem of broadcasting in the duty cycle systetd 28209, CNS 10655444, CCF 1028167, CNS 0948184, CCF
is studied in [20]. It proves the need for a heuristic evatmat 0936942, CCF 0830289, and CCF 0840891. Contact E-mail:

in the broadcast tree construction. However, its approaldbsr zjiang@wcupa.edu.

on healthy, interference-free links. Any signal failurellwi
incur message retransmission and even a live-lock, not only
deferring the end-to-end communication, but also resylin (1]
more redundancy, contention, and collisions [17]. [13]legp

the opportunistic routing to ensure the greedy progress of[2]
the broadcast procedure. There is no guaranty to achieve
the best of the end-to-end performance. The delay impa
of interference cannot be avoided completely. [12] proside[4]
a BFS-tree-based approximation solution in the duty cycle
system. Without an appropriate pipeline process in thercolcr5
schedules, the total delay is accumulated by the cost of each
hop and can be up to (k% d), wherek is the maximum wait [6]
slots required between any pair of neighboring nodes, &nd

is the hop distance. 7
VIl. CONCLUSION [8]

In this paper, we provide an accurate time couniér
and its non-heuristic and lightweight implementatiéghto [

measure the delay of a broadcasting. We study the mutual
impact of the color schedule and the link utilization in theio)
succeeding paths on the end-to-end delay. With our new color
schedule, we can achieve the overall optimization with any;
possible color scheme and the optimal solution for the greed
color scheme, providing the performance target in furthé€l
reducing the overhead cost. To make the optimization féasib
not to rely on expensive off-line calculation, we propose ouy13]
approach with the coarse-grained estimation (a 4-tugle
of the delay to the edge of network at each node which |
constituted in the proactive mode. Then, all of our solgion
are extended to the duty cycle system. Both analytical aH8!
experimental results illustrate the correctness of ouelpip
approach and its significant performance improvement.

In the future work, we will focus on a localized color
scheme and its selection to provide a more reliable and scal-
able solution. Introducing the delay measurement to thercof17]
labeling process may help to further improve the broadcast
performance. The further optimization can be conducteti wit,
other constraints, such as energy saving, traffic throughpu
control, etc. The duty cycle network model can be extended to
other delay-sensitive communications, such as socialarksy

(16]
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