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Abstract is a subset of nodes in the network where every node is ei-
ther in the subset or a neighbor of a node in the subset. In a

Recently, the use of a virtual backbone (connected donrinit-disk graph, node connections are determined by their ge-
nating set) in various applications in mobile ad hoc network®graphical distances. It has been proved that finding the min-
(MANETS) has become popular. These applications includ&um CDS in a unit-disk graph is NP-complete.
topology management, point and area coverage, and routing A common source of overhead in a MANET comes from
protocol design. In a mobile environment such as a MANERIind flooding/broadcasting, where a broadcast message is
one challenging issue in constructing a virtual backbone i§orwarded by every node exactly once. Broadcasting is used in
to accomplish a distributed and localized solution that aim$he route discovery process in several reactive routing proto-
at balancing several contradicting objectives: small approxc_ols. Due to the broadcast nature of ereles§ communication
imation ratio, fast convergence, and low computation cos{i-€., When a source sends a message, all its neighbors will
Many existing distributed and localized algorithms select d'€@r it), blind flooding/broadcasting may generate excessive
virtual backbone without resorting to global or geographicalreduﬁdam transmission. Redundant transmission may cause
information. However, these algorithms incur a high compu2 Serious problem, referred to as the broadcast storm prob-
tation cost in a dense network. In this paper, we propose M [2], in which redundant messages cause communication
distributed solution based on reducing the density of the negontention and collision. In Figure 1 (a), when each node for-
work using two mechanisms: clustering and adjustable trangvards the message once, nadavill receive the same mes-
mission range. By using adjustable transmission range, w&age six tlmgs. To rgduce redundant transmission, nodes (and
also achieve another objective, energy-efficient design, as@ly nodes) in the virtual backbone forward the message once
by-product. As an application, we show an efficient broadwhen they receive the message for the first time.
casting where nodes (and only nodes) in a virtual backbone |n @& mobile environment such as a MANET, one challeng-
are used to forward the broadcast message. The virtual backd issue in constructing a virtual backbone is to accomplish a
bone is constructed using Wu and Li's marking process [1flistributed and localized solution that aims at balancing sev-
and the proposed density reduction process. The applicatidifal contradicting objectives: small approximation ratio, fast
of the density reduction process to other localized algorithmgonvergence, and low computation cost. Many existing dis-

is also discussed. The efficiency of our approach is confirmdtibuted and localized algorithms can select a virtual back-
through both analytic and simulation study. bone without resorting to global or geographical information.

However, these algorithms incur a high computation cost in
a dense network. For example, in Wu and Li’'s marking pro-
cess [1], each node is marked (i.e., in CDS) if it has two un-
connected neighbors. The marking process is rather effective
in reducing the size of the CDS. In addition, it supports local-
ized maintenance in a mobile environment. However, the pro-
cess incurs a high computation cost in a dense network since

1. Introduction

Although a mobile ad hoc network (or simply MANET)
has no physical backbone infrastructureyidual backbone ; . .
. o each node needs to check all pairs of its neighbors.
can be formed by nodes incannected dominating S€ZDS) In this paper, we propose a distributed solution based on
of the unit-disk graph of a given MANET. Recently, the US€educin tﬁepnelcworkpde%sit usitusteringandadjustable
of a virtual backbone in various applications in MANETS ha 9 Y 9 J

agement in MANETS, point and area coverage in sensor nef- y through 9 g a
ange. Then neighboring clusterheads (i.e., clusterheads that

works, and routing protocol design. A dominating set (DS);\re 2 or 3 hops away) are connected using a long (and normal)
transmission range. In this way, neighboring clusterheads are
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cess (MP) [1], several variations [9, 10] of MP, Qayyum, Vi-

. ennot, and Laouiti's multipoint relay (MPR) [3].
SAL NS S o K The formation of a CDS is sometimes tied with a broad-
\L J/ cast process. Wu and Dai [11] classified broadcast algorithms
that form a CDS using local solutions aslf-pruningand
y X y
(b) ©

e * neighbor-designatindn self-pruning methods [1, 9, 10, 12],
each node makes its local decision on its status: forward-
ing (i.e., within the CDS) or non-forwarding (i.e., outside
the CDS). In neighbor-designating methods [3], the status of
each node is determined by its neighbors. Local methods also
have the following two orthogonal classifications based on the
way the CDS is constructed: static (before the broadcast pro-
cess) vs. dynamic (during the broadcast process), and source-
independent (independent of the location of the source) vs.
of the short and long transmission ranges, two versions of ttf@urce-dependent (dependent on the location of the source).
distributed solution are given. A pruning process can be aph general, dynamic is better than static in terms of generating
plied on the connected clusterhead set to further reduce tResmall CDS. Similarly, source-dependent edges out source-
size of the CDS. independent. However, neither dynamic nor source-dependent
As an application, we show an efficient broadcasting wher@ethods produce a general purpose CDS —a new CDS is con-
the virtual backbone is constructed using the clustering aggiructed for each source and/or broadcast process.
proach, followed by Wu and Li’s marking process as the prun- Energy-efficient broadcast has also been widely studied
ing process on the clusterhead set. Note that the density red@®d is sometimes associated with topology control protocols.
tion approach can be used in other localized solutions such &§veral protocols have been proposed to manage energy con-
multipoint relay (MPR) [3]. With the use of adjustable trans-sumption by adjusting transmission ranges. For a comprehen-
mission range, we also achieve another objective, energ§ive survey on various aspects of broadcasting in ad hoc net-
efficient design, which is important in MANETSs, becausenorks, refer to [13]. In this paper, we use the static and source-
each node is operated on battery with limited capacity. Iifndependent approach for CDS construction since it is more
fact, the proposed energy-efficient design also achieves sdleneric. The resultant CDS is suitable for all situations. It is
eral other goals as by-products: reducing computation corfidrther assumed that no location information is provided.
plexity of the broadcast algorithm, maximizing traffic capac-
ity of the network, red_ucm_g power consumption of the broadg_ Preliminaries
cast process, prolonging life span of each individual node, and
reducing contention at the MAC layer.

Figure 1. (a) Broadcast storm problem. (b) Marked
nodes: gray (marked by the marking process and then
unmarked by Rules 1 and 2) and black (marked by the
marking process). (c) Clustering approach: black nodes
(clusterheads) and white nodes (non-clusterheads).

3.1. Marking process

2. Related work Wu and Li [1] proposed a self-pruning process, called
marking process to construct a CDSEach node is marked if
Wu and Lou [4] gave a comprehensive classification oft has two unconnected neighbors; otherwise, it is unmarked.
CDS construction algorithms in MANETsglobal, quasi- The marked nodes form a CDS, which can be further re-
global, quasi-loca) andlocal. Global solutions are based on duced by applying two rules for pruning (i.e., changing a
global state information while local solutions use only locamarked node back to an unmarked node). Alges said to
state information. Irlocalized solutions [5], nodes interact becoveredoy V' (andV is called acoverage setf U) if ev-
with others in the neighborhood. Each node performs excee@ry node inU is either inV or a neighbor of a node . Ac-
ingly simple tasks of maintaining and propagating informacording to pruning Rule 1, a marked node can unmark itself
tion markers If the propagation is bounded by a small con-if its neighbor set is covered by another marked node with
stant, the corresponding solution is local; if the propagatioa higher priority; that is, if all its neighbors are connected
in general is bounded by a small constant, but with occawith each other via another dominating node with a higher
sional long sequential propagation, the corresponding protgxiority, it can be safely removed from the CDS. The node
col is called quasi-local. Quasi-global does not use global irpriority can be defined based on node degree (which is dy-
formation, but relies on a global infrastructure such as a tregamic) and/or node id (which is static). According to pruning
that must be constructed through global sequential propagRule 2, a marked node can unmark itself if its neighborhood
tion. The global solutions include Guha and Khuller’s approxis covered by two other directly connected marked nodes with
imation algorithm [6] and have been used in protocol desighigher priorities. The combination of Rules 1 and 2 is fairly
by Das et al [7]. The quasi-global solution includes Alzoubiefficient in reducing the size of a CDS. Dai and Wu [10] fur-
et al's SPT approach [8]. The clustering approach (to be digher extended the pruning rule pouning rule k: A marked
cussed in detail in the next section) falls into the quasi-locatode can unmark itself if its neighbor set is covered by a set
category. Clusters are formed by first electing a clusterheaxf connected nodes with higher priorities.
whose neighbors then join in the cluster as non-clusterhead When the coverage set is restricted to a subset of the neigh-
members. Local solutions include Wu and Li’'s marking pro-bor set, the corresponding rule is calledeatricted rule It



terheads. In [14], a global infrastructure (such as a tree) is
used to select a small set of gateways with a constant ap-
proximation ratio of 12. In this scheme, a clusterhead is
first determined as the root through a distributed elec-
tion, and then the root initiates a global flooding to build

a tree that connects all clusterheads. In most localized ap-
e proaches [4, 15], clusterheads are connected via a mesh,
@ ® rather than a tree structure. Using the greedy approach, each
clusterhead designates a set of gateways to connect all neigh-
boring clusterheads (i.e., clusterheads 2 or 3 hops away).
Optimization is possible for each clusterhead to connect clus-
terheads that have members 1 or 2 hops away while ensur-
) ) ) ing connectivity among clusterheads [4]. The mesh scheme
has been shown in [10] that a restricted rule is almost as efjso has a constant approximation ratio, because in unit disk
ficient as the original non-restricted rule in reducing the Sizgraphs, each clusterhead has only a finite number of neigh-

of the CDS. It has also been shown that the restricted prufpring clusterheads and, therefore, designates a finite number
ing Rulek can be implemented with the same cost as the reyf gateways.

stricted Rule 1Q(A?)), but with less cost than the restricted
Rule 2 O(A?)), whereA is the maximal node degree in the
network. In the subsequent discussion, we use Rule re-
fer to the restricted pruning Rule Note that both marking
process (MP) and the restricted pruning Rileequire only
2-hop information at each node. However, to apply MP an
Rule k, each node needs to cheCKA?) pairs of neighbors,
making it costly in dense networks.

Figure 1 (b) shows the example of MP and Rules 1 and
with node id as the priority; that is, the lower the id of a node
the higher the priority of the node (e.@. has a higher prior-
ity thanw). Nodesu, v, w, x, andy are marked after apply-
ing MP. Nodesr andy are unmarked by Rule 1, since their
neighbor sets are covered fay Thenw is unmarked by Rule
2, since its neighbor set is jointly covered hyandwv which
are directly connected.

Figure 2. The clustering approach with black nodes as
clusterheads in (a) and cores in (b).

In the core-based approach (used in CEDAR [16]), cluster-
ads (called core nodes) are permitted to be adjacent, but the
core formation can be done in a constant number of rounds
without sequential propagation. The original core-based ap-
roach is non-deterministic (i.e. time-sensitive depending on
hen each node participates in the formation process). Here
we consider a simplified and deterministic versi6modev
ecomes a core node if (1) it has the highest priority among
s 1-hop neighbors including (v is selected by itself as a
core node), or (2) it has the highest priority based on a neigh-
bor’s 1-hop neighborhoodu(is selected by a neighbor as a
core node).

Figure 2 shows the application of both cluster and core for-
mations to the same network. Node degree is used as the pri-
ority and node id is used to break a tie in node degree. In this
case, the priority in the decreasing ordewis> v > w >
. x >y > z. Black nodes are clusterheads/core nodes. In Fig-
3.2. Clustering approach ure 2 (a), each Roman numeral indicates the round number

) ) (assume the formation is synchronous) in which the corre-

The clustering approach is commonly used to offer scalasyqnding node is selected as a clusterhead. Each dashed ar-

bility and is efficient in a dense network. Basically, the netyqy |ine in Figure 2 indicates theelectorof each core node.

work is partitioned into a set of clusters, with one clusterhead Like clusterheads, core nodes can be connected via gate-

in each cluster. Clusterheads form a DS, but no two cluste\g\—l s to connect neighboring core nodes (i.e., core nodes
heads are connected. Each clusterhead directly connects to i g 9 e

its members (also called non-clusterheads). The classical cl Wg?(;?f Zce)?[si)é]lrt]h(;tEE(ﬁf;s?s%} (l;?)rt?] ré?)?s ggzg;?gﬁon-
tering cluster formation works as follows:(1) A nodev is 9

a clusterheadf it has the highest priority (smallest node id core nodes (gateways) to form a mesh structure. To distin-

or maximum node degree) in its 1-hop neighborhood incluog-L'iSh these two approaches, the former is called cluster for-

ing v. (2) A clusterhead and its neighbors form a cluster an ?It'%n’ wh?re clugterheads are not adjacent, and the latter is
these nodes areovered (3) Repeat (1) and (2) on all uncov- called core formation.
ered nodes (if any).
Figure 1 (c) shows an example of the clustering process. .
Both s andt are clusterheads (black nodes) since they are I¢- Backbone Formation in Dense Networks
cal minima.u andz belong to clustes while v andy be-
long to clustert. Nodew can belong to eithes or ¢. If the Two approaches can be used to construct a backbone. The
node id ofw is changed ton in Figure 1 (c), noden is the first approach adopts a 2-level hierarchy: In the lower level,
only clusterhead. When a node has multiple adjacent clustehe network is covered by the set of clusterheads under a short
heads, it belongs to one of them. Note that the cluster forma@ransmission range. In the upper level, all clusterheads are
tion may need several rounds to complete depending on tlkievered by the set aharked clusterheadsder a long trans-
network topology and the priority distribution. mission range. The second approach constructs a flat back-
Once the cluster formation process completes, norbone, where the network is directly covered by the set of
clusterheads are designated gatewaysto connect clus- marked clusterheads with the long transmission range.



Corollary 1: V" derived from the MP and Ruleis a CDS of
G (r).

Figure 3 (b) shows applying MP and Ruleon cluster-
heads. The marked clusterheads form a CDS among cluster-

heads.

Broadcast process

@ ® © 1. If the source is a non-clusterhead, it transmits the mes-
Figure 3. (a) Cluster formation with a rangelgBr. (b) sage with a range df/3r to thesource clusterhead
Marking process with a range of (c) Clusterheads for- 2. The source clusterhead transmits the message with a
ward the broadcast message with different ranges. range ofr.

3. At each intermediate node, if the node is a marked clus-

terhead, it forwards the message with a range ahd
4.1. 2-level clustering approach if it is an unmarked clusterhead, it forwards the message
with a range ofl /3r; otherwise, it does nothing.

We first use different transmission ranges (or sim-
ply ranges) at different stages of protocol handshake, artheorem 2 The broadcast process ensures full coverage.

then apply lthe I(r)]ng d(and d nr:)rmﬁl) range in bbm%dcas,tproof: Based on the broadcast process, if the source is not
mghgmonghc TSter ea hs and the Sk odrt rlange r']n droah(_:aSt'QQ:Iusterhead, it will forward the message to its clusterhead.
within each cluster with an unmarked clusterhead. This agynce the message is received by one clusterhead, it will be

proach is similar to the clustering approach that forms forwarded by marked clusterheadslin to all clusterheads
CDS in a dense graph. However, unlike the regular clus-

tering approach where a selection process is needed i)V (Corollary 1). Each clusterhead will forward once, us-

select gateway nodes to connect clusterheads, we use a'fgl arange 9"7” If it Is marked or a range OI/T ifitis un-
duced range for cluster/core formation. marked. In either case, each clusterhead will cover all mem-

bers (non-clusterheads) that are withjf3r. |
Marking process on clusterheads When the notion of clusterhead coverage is extended to
cover clusterheads and all their members, each unmarked
clusterhead is still required to forward the message with a
2. Each clusterhead uses a range é6r MP and Rulek.  range of1/3 to ensure coverage within its cluster, because

In the above process, the backbone is constructed based §fien MP and Rulé are used, the coverage is only extended

clusterheads using a rangeloBr. A range ofl /31 ensures to all qlusterheads, not to all their members whi(_:h are within
that all neighboring clusterheads (i.e., clusterheads within %%/3- Figure 3 (c) shows the broadcast process in the 2-level
hops) are directly connected under a range. of clustering approach.

More formally, we usez = (V, P(V),r) to represent a
unit disk graph with node sét, a mappingP : V — R2, 4.2. 1-level flat approach
where R is the real number set, ang R represents a uni- .
form range from the positive real number st. P maps In the 2—Iev_e| clusterlng approaph, the broadcast process
each node iV to an(z, y) coordination in 2-D space. Two mv_olve; both inter-clustering and intra-clustering broadcast
nodes are connected if their Euclidean distance is no moksing different ranges. In the 1-level flat approach, the no-
thanr. G can be simplified taz(r) to represent a unit disk 0N of clustering is removed by using a uniform range. Still,
graph with a uniform range of Itis assumed that the graph is different ranges are used at different stages of protocol hand-
sufficiently dense such that(r/k) is still a connected graph Shake.
for a smallk such ask = 3 or 4.

Theorem 1 The clusterhead sét , derived fromG(r/3) us- .

ing either cluster or core formation, is a CDS@US)./ ) 1. Each node uses a rangelgfir for cluster formation.
Proof: SinceV' is a DS ofG(r/3), and all links inG(r/3) 2 ]EaCh clusterhead uses a rangapfr for MP and Rule
are preserved i¥(r), V' is also a DS of¥(r). Then we prove
thatV" is connected. It is known that in a connected networkTheorem 1a The clusterhead sdt’, derived fromG(r/4)

all clusterheads (core nodes) can be connected by conneasing either cluster or core formation, is a CDS®(3r/4).

ing each clusterhead .(cc.Jre node) to_its neighboring cluster- Theorem 1a can be proved in the same way as Theorem 1
heads (core nodes) within 3 hops. It is assumed®@{'3)  pased on the fact that the rangediti3r/4) is three times that

is connected. In addition, the rangeGi{r) is 3 times that of / -
G(r/3). That is, all neighboring clusterheads (core nodes) irfc1nc G(r/4). LetG (3r/4) be the subgraph di(3r/4) derived
O

G(r/3) are connected iti(r). roml‘l/ » We alsc/)/ r(ljav.e q dRule |
Let G (r) be the subgraph af(r) derived fromV". Since Corollary 1a: V" derived from MP and Rulé is a CDS of

MP and Rulek preserve a CDS, we have G (3r/4).

1. Each node uses a rangelgBr for cluster formation.

Marking process on clusterheads
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Figure 6. Maximal number of neighboring clusterheads.

Figure 4. (a) Cluster formation with a rangelgfr. (b)
Reducing the CDS containing clusterheads with a range
of 3/4r. (c) Only marked clusterheads forward the mes-
sage with a range of.

dense network and then use large range(s) for 1-hop and 2-
ked cl h f Mp nelghbor.set collection and transmission. The difference
a CAS'; ;;sg:}tgo;ltlhﬁoztéz\/ii ?rr]gcnes;\’/(;?s rked clusterheads 0|s that MPR, instead of MP and Rule is used in the sec-
) ond stage to further reduce the size of the CDS.

Broadcast process

1. Each node uses a range offor a blind flooding on 5. Performance analysis

marked clusterheads. . .
5.1. Complexity analysis

Theorem 2a The broadcast process ensures full coverage.

Proof: Based on the broadcast process, each marked cIustﬁr—The quality of a backbone is measured by the approxima-

head inV” f ds the broad E I on ratio, i.e., an upper bound of the ratio between the size of
ead inV" forwards the broadcast message. From coro e backbone to the size of the minimal CDS. This subsection

1la, eaqh Clust_erheadn v’ receivgs the message from at_leastshowS that both approaches havél) approximation ratio,

one neighboring marked clustefin G(3r/4). Since the dis- g O(A) computation complexity and(1) message com-

tance betweem_ andv is at most3r/_4 and the distance be- plexity at each node, whera is the maximum node degree

tweenu and all its cluster members @(r/4) is at most /4, i the network. We also analyze time stepsrmdsof con-

the distance from to each member af is at mostr. Thatis, 0] message exchange) used in the CDS formation. Although

all non-clusterheads also receive the broadcast message. iphe proposed approaches ne&gh) rounds in the worst case,
Figure 4 shows the 1-level clustering approach. Figure wheren is the number of nodes in the network, we show that

illustrates sample backbones constructed via six CDS algthey complete irO(log n’) rounds in most cases, whetéis

rithms. The sample network is in1&0 x 100 area with 1000 the number of clusterheads and is usually proportional to the

nodes and a normal range of= 24. In Figure 5, MP and area of the 2-D space occupied by a MANET, and reversely

Rule k (a) have 72 marked nodes. When the range mach proportional to the transmission range.

node has about 100 neighbors. The large neighbor set causedNote that both proposed approaches consist of two stages:

large control messages and high computation cost. CEDAR) cluster formation and (2) pruning via MP and R&leThe

(b) has 71 nodes and 60 non-core nodes in forwarding set9(1) approximation ratio is guaranteed by stage (1) and pre-

The two cluster-based approaches use gateways to conngetved in stage (2). Thatis, an upper bound exists on the num-

clusterheads. The size of the CDS is 33 in the tree schenher of clusterheads in a finite area. Assume transmission range

(c) and 48 in the mesh scheme (d). The 2-level approach (e) is used in stage (1) ang in stage (2). We call node a

selects 98 clusterheads in the first stage, but only 20 markegighboring clusterheadf nodew, if v is a clusterhead in

clusterheads in the second stage. Note that each clusterhagabe (1) and within range of w.

has only about 10 neighboring clusterheads, which means . .

small control messages and lower computation cost in tHefMMa 1 Each node has at mo(ﬁ%)? neighboring

second stage. The 1-level flat approach (f) has 156 clustélusterheads.

heads and 43 marked clusterheads. Note that if a clusterhg@ghof: For each clusterhead we draw a circle centered at

is within the3r /4 range (represented by the dashed circle) of with radiusr, /2 (Figure 6). Because two clusterheads can-

a marked clusterhead in the second stage, then all its memet be neighbors, the distance between any two clusterheads

bers are within the normal range ofrepresented by the dot- is larger thanr;. Those circles with radius; /2 are non-

ted circle) of this marked clusterhead. overlapping. Since the centers of these circles are within range
The density reduction approach can also be used in othes of «, all these circles are within a large circle centered at

local algorithms for CDS construction. For example, in mul-y, with radiusr; /2 + r3. The total number of neighboring

tipoint relay (MPR) [3], each node collects 2-hop neighbotlusterheads of; is no more than the total number of non-

information and then selects a subset of 1-hop neighbors twerlappingr; /2 circles in the large circle, which is less than

cover its 2-hop neighbor set. The selected nodes form a CD&(ry/2 + 7«2)2

- = (I + 219 )2 0
We can use a small range to select clusterheads/cores in ar(,, /2)? :

1




(d) Cluster-based approach (Mesh) (e) 2-level clustering approach (f) 1-level flat approach

Figure 5. Sample backbones constructed by six CDS algorithms. Squares: nodes in the CDS, small squares: gateways in
CEDAR and cluster-based approaches, small triangles: unmarked clusterheads in proposed approaches.

Theorem 3 The 2-level clustering approach has an approx-Theorem 4 Both proposed approaches ha@A) compu-
imation ratio of 49. The 1-level flat approach has an approxitation complexity and (1) message complexity at each node,
mation ratio of 81. whereA is the maximal node degree under the transmission

. . : . ran in the cl r formation .
Proof: Supposé/,,: is a minimal CDS constructed in an opti- ange used in the cluster formation stage

mal approach. The backbone formed by the 2-level clusteringrqof: |n the cluster formation stage, each node sends two
approach consists of both marked and unmarked clusterhea@_s(.l) messages, the first containing its id and the second
Note that each clusterhead is covered by at least one nodegfvertising its decision on becoming a clusterhead or non-
Vopi- Thatis, each clusterheadelected withr, = /3 must  cjysterhead. Each node receive$A) messages from its
have a neighbor € V,,; within distancer, = r. Based npejghbors and take®(1) time in processing each message.

on Lemma 1, each node i, can cover at most 49 clus- Therefore, stage (1) ha3(A) computation complexity and
terheads. Therefore, the number of clusterheads is at mQst|) message complexity.

49 times|V,,.|. In the 1-level flat approach, the backbone . . .
uses marked clusterheads only. By applying Lemma 1 with goF; tlhz ;?]rumrg Zt;"ge’ It Wats tproved |n|[1Q] thatdl;)czh MP
r1 = r2/4, the number of clusterheads is less ti8afV,,|, and kulexr have (. ) computation complexity an (4)

as is the number of marked clusterheads. 0 ~ Mmessage complexity at each node. As shown in Lemma 1,

stage (2) is applied on a sparse graph whare= O(1).
The importance of the approximation ratio, which givesTherefore, stage (2) ha9(1) time complexity andO(1)
a bound on the worst case performance of a CDS algorithrmessage complexity. Overall, both proposed approaches have
should not be overstated. The average performance under r&@-A) computation complexity an®(1) message complex-
dom networks, which is a more important metric, can only béy at each node. |
obtained via probabilistic analysis or simulation study.



Here we assume a constant length for node id in Theo- All approaches are simulated on a custom simulator. In
rem 4. Whem is extremely large, each node id us@dogn)  order to generate a random networknodes are randomly
bits, and the proposed approaches haya log n) computa- placed in al00 x 100 square region to form a unit disk graph
tion complexity andD(log n) message complexity. using a range of. For Rulek, Mesh, Tree, and CEDAR, is

Another measure of the time is the number of rounds ofet to 24. For the 2-level approachis 8 in the first (cluster-
message exchanges. In a MANET with dynamic topologyng) stage and 24 in the second (pruning) stage. For the 1-level
changes, a CDS is formed and maintained via periodic expproachy is 6 in the first stage and 18 in the second stage.
change of control messages among neighbors. Due to the iBach simulation is repeated until t86% confidence inter-
terdependence among control messages from different nodeal is within +=1%.

a CDS formation process usually requires several rounds. For We compare performances of different approaches in terms
example, MP combined with Rulecompletes in two rounds. of size of the resultant CDS. As shown in Figure 7 (a), the size
In the first round, each node advertises its id. In the secoraf the CDS produced by Rule increases rapidly as the net-
round, each node advertises its 1-hop neighbor set built in theork size () grows. The size of the DS in CEDAR is very
last round. Then the status of each node can be determineldse to the size of the CDS in Rule and the size of the
based on its neighbors’ neighbor sets. CDS in CEDAR is much larger than in other approaches. In

Unfortunately, cluster formation may not complete in con-other words, neither Rulgé nor CEDAR s very efficient in
stant rounds. Assume clusterheads are elected with minimdénse networks. In other approaches, the sizes of the CDS’s
node id. In the best case, stage (1) completes in 3 rounds: Adre barely affected by the network density. Ror 500, in-
ter every node advertises its id, all clusterheads are electeddreasing: can cause only slight difference in the sizes of the
the second round, and all non-clusterheads announce their SEDS’s. The sizes of CDS's in those approaches depend on the
tus in the third round. In the worst case, stage (1) may takeumber of clusterheads, which has a constant upper bound in
O(n) rounds. Fortunately, the following theorem shows tha& region with a fixed size. Among those approaches, the 1-
the situation is much better in the average case. level approach is about 20% better than the mesh approach,

Theorem 5 For any small constant, there exists a function and the 2-level approach is about 30% better than the tree ap-
F(n') = O(logn’) such thatP(k < f(n')) > 1 — &, where proach. Note that although the 2-level approach produces a
n/ is the number of clusterheads elected arig the ’number smaller CDS than the 1-level approach, it also requires a more
of rounds used in cluster formation. cor_:]pllctated ro?tlng iCh%me- dered _
_ wo types of overhead are considered in our comparison:
The proof of Theorem 5 can be found in [17]. It showsti

thati ; 1 letexi p d me and energy. We measure the time cost in terms of the
atin average cases, stage (1) completéx(ing n') rounds. number of rounds of message exchange. As discussed in Sec-
Since stage (2) requires only two rounds, both proposed

proaches complete iD(logn’) rounds in most situations aflon Rule k completes in 2 rounds. In CEDAR, core forma-
) . * tion requires 3 rounds, and the designation of forwarding sets
Note that the number of clusterheadsin a given 2-D space q g d

) : . '~ needs 2 extra rounds. In other approaches, more rounds are
2 1
with areas is bounded bys/rj, wherer, is the range used in needed to obtain a stable cluster structure. After clusterhead

the first stage. Therefore, in ghe average case, both ProPOSGimation, both 1-level and 2-level approaches require two ex-
approaches complete ((log ?) rounds. tra rounds to apply MP and Rule The mesh approach also
requires two extra rounds: one for gathering neighboring clus-
5.2. Simulation ter information, and another for gateway designation. When
the root is pre-selected, the extra cost of the tree approach in-
The performance and overhead of both proposed apludes a flooding and at most two extra rounds for gateway
proaches are evaluated via simulations. The 2-level clusterimgptification. Figure 7 (b) shows the average number of rounds
approach (2-Level) and the 1-level flat approach (1-Level) aresed by each approach. Rulehas the lowest cost, and the
compared with several existing ones, including the combindree approach has the highest cost without root election. The
tion of MP and Rule: (Rulek), two cluster-based approachesl-level, 2-level, and mesh approaches have very similar time
using a mesh (Mesh) and a tree (Tree) to connect clustegest. That is, compared with the mesh approach, a smaller
heads, and CEDAR. In the 2-level approach, the resulta@DS is constructed in the proposed approaches without ex-
CDS is a dominating set of the subnetwork consisting of clug¥a time cost. The time cost of CEDAR is lower than the cost
terheads. For CEDAR, two versions are considered: onaf the cluster-based approaches but higher than that of Rule
for the DS consisting of core nodes only (Core) and ank.
other for the CDS consisting of both core nodes and non-core Considering the transmission power for different ranges
nodes in forwarding sets (Fwd). We use node id as priois), the energy consumption of the two proposed approaches
ity in cluster formation to reduce the number of packets (2s much lower than the other approaches. In the clustering
packets per node for node id while 3 for node degree) and estage of the two proposed approaches, packets are sent to
ergy consumption. Since Rule can use node degree asa smaller range, which is only/3 or 1/4 of the normal
priority with 2 packets per node, node degree is used to intange. A commonly used energy model [18] can be stated as
prove pruning performance. The core formation process = ar* + 3, wheree is the energy consumptio, is usu-
also uses node degree as priority, which is an approximaily between 2 and 4, and, 5 are device specific constants.
tion of the effective degree (i.e., number of selectors) used iRigure 7 (c) shows the total energy consumption of each ap-
CEDAR. proach wherk = 2, a = 0.001, ands = 0. The energy
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Figure 7. Simulation results.

consumption of both proposed approaches is a fraction of thgg] S. Guha and S. Khuller, “Approximation algorithms for con-

other approaches. nected dominating sets&lgorithmica vol. 20, no. 4, pp. 374—
Overall, both proposed approaches (1) produce a smaller 387, Apr. 1998.

CDS than Rulé:, CEDAR and the mesh approach, (2) a con- [7] B. Das, E. Sivakumar, and V. Bhargavan, “Routing in ad-hoc

verging speed similar to that of the mesh approach, which is  networks using a virtual backbone,” roc of IC3N Sep.

significantly faster than the tree approach, and (3) have sig- 1997, pp. 1-20.

niﬁcanﬂy lower energy Consumption than Rude CEDAR, [8] K. M. A|ZOUbi, P. J. Wan, and O. Frieder, “New distributed al-
mesh, and tree approaches. gorithm for connected dominating set in wireless ad hoc net-

works,” in Proc. of HICSS-35Jan. 2002, p. 297.
[9] B.Chen, K.Jamieson, H. Balakrishnan, and R. Morris, “SPAN:
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F. Dai and J. Wu, “Distributed dominant pruning in ad hoc
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1] J. Wu and F. Dai, “A generic distributed broadcast scheme in
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W. Peng and X. Lu, “On the reduction of broadcast redundancy

6. Conclusions

We have proposed a novel approach to address the compu-
tation complexity issue in many local CDS construction algo-lo]
rithms. This approach is based on a special method of merb—
ing the clustering approach with the use of different trans-
mission ranges. Wu and Li’s marking process has been e;T
tended as an illustration of the proposed approach. Specifi-
cally, two distributed algorithms for constructing a connected
backbone in MANETS have been proposed. Both analytic angy;
simulation study confirm the effectiveness of the proposed ap- ~ in mobile ad hoc networks,” ifProc. of ACM MobiHog June
proaches, especially in dense networks. Our future work will 2000, pp. 129-130.
focus on other applications of the virtual backbone, including13] |. Stojmenovic and J. Wu, “Broadcasting and activity-
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age in sensor networks. S. Giordano S. Basagni, M. Conti and I. Stojmenovic, Eds.
IEEE Press, 2003., to appear.
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