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Abstract cause serious performance degeneratimngdcast storm
[15]), where massive contentions and collisions occur. An-
In ad hoc wireless networks, a successful broadcastingother approach is to use an efficient greedy algorithm to find
requires that the nodes forwarding the broadcast packet a minimal connected dominating S@CDS) [5] based on
form a connected dominating set to ensure the coverage. Arthe global information. This approach can generate a near-
efficient broadcast method should generate a small forward to-optimal forward node set, but the maintenance overhead
node set without excessive overhead. Neighbor-knowledgeis high in a mobile environment. Several schemes were pro-
based methods, including neighbor-designating methodsposed based on probability models [6, 15], where a small
and self-pruning methods, are localized algorithms that re- forward node set is determined independent of topology in-
duce the number of forward nodes based on affordable lo-formation or based on inexpensive local information only.
cal information. A generic broadcast protocol based on However, these probability models demand fine tuning of
a simple self-pruning rule is proposed in this paper. The certain parameters and cannot ensure a CDS. Most broad-
underlying local information, including the network infor- cast methods fall in deterministic models. Among them,
mation collected via exchanging “hello” messages and the neighbor-knowledge-based methogidect forward nodes
broadcast history information carried by incoming broad- through a distributed process based on local information
cast packets, is discussed and formally defined. Most ex-only. These methods ensure a CDS, produce a small for-
isting self-pruning protocols are shown to be special casesward node set, and have affordable maintenance overhead.
of the self-pruning rule. Simulation results show that more
efficient protocols can be derived from the generic proto-
col, and high delivery ratio can be achieved with near-to-
accurate local information.

Neighbor-knowledge-based methods can be further di-
vided intoneighbor-designatingnethods andelf-pruning
methods. In neighbor-designating methods [7, 8, 11, 10],
the forwarding status (i.e., forward/non-forward node) of
each node is determined by its neighbors. In self-pruning
) methods [2, 4, 9, 12, 13, 17], each node determines its sta-
1 Introduction tus based on local information. The decision processes of

involved nodes are uncoordinated and purely localized; that

The problem of broadcasting in an ad hoc wireless net-js the status of a node depends only on the network infor-
work (or simply ad hoc network) can be viewed as a pro- mation in a small neighborhood and the routing history car-
cess of finding a set dbrward nodes The resultant for-  ried by incoming broadcast packets. Collectively, these in-
ward node set should satisfy: (1) evergn-forward node  dependent decisions exhibit a desirable global property: the
has at least one forward node as its neighbor, and (2) evresultant forward node set is a small CDS. Although these
ery forward node is connected to the source node via a pattprotocols are based on similar principles, this similarity was
consisting of forward nodes only. In other words, the set not well recognized as these principles were presented in
of forward nodes, including the source node, formom-  different frameworks. Since there is no general framework
nected dominating s¢€DS) of an ad hoc network. A sim-  that accommodates both existing approaches and future en-
ple but inefficient broadcast method is blind flooding, where hancement, it is very hard to avoid repeated work in this
every node is a forward node. Blind flooding is independent grea. For example, since each existing protocol has its own
of any topology information and has no maintenance over- agssumption on the local information collection, it is hard to
head. But the high redundancy in packet forwarding may compare these protocols in terms of performance (in deriv-

*This work was supported in part by NSF grant CCR 9900646 and grant INd @ small CDS) and overhead (in collecting local informa-
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A generic broadcast protocol is proposed in this pa- a non-gateway if all of its neighbors are also neighbors of
per based on a simpkelf-pruning rule The self-pruning  another neighbor that has higher priority value. According
rule provides a general framework that accommodates mosto pruning Rule 2, a marked node can be unmarked if all
existing self-pruning protocols. Furthermore, new proto- of its neighbors are also neighbors of either of two other
cols that are more efficient than existing ones can be de-neighbors that are directly connected and have higher prior-
rived from this framework. The underlying local infor- ity values. Two types of priority are used: node id and the
mation, including the neighborhood topology collected via combination of node degree and node id. In order to imple-
exchanging “hello” messages and the routing history ex- ment the marking process and pruning rules, 2-hop infor-
tracted from the incoming broadcast packets, are discusseanation is collected at each node. That is, each node knows
and given formal definitions. Different implementation op- which nodes are its neighbors and neighbors’ neighbors.

tions are exgmineq, and their_perfor_mances are comparqu)ai and Wu's algorithm : Dai and Wu [4] extended the pre-
through a simulation. The simulation study shows that vious algorithm by using a more general pruning rule called
the generic protocol achieves good balance between PerRulek: a gateway becomes a non-gateway if all of its neigh-

formance and_ overhead with 2- or 3-hop_ neighborhood in- bors are also neighbors of any onekodther nodes that are
formation, which happens to be the configurations of most connected and have higher priority values. Rules 1 and 2

existing protocols. are speci 4 ;
. . pecial cases of Rukewheref is restricted to 1 and

h Qr:je drav(\j/back of ne|ghbor—lTnovxlllfe(:ge-ba_sed Qeth?d_s I‘°‘2, respectively. An efficient algorithm based on depth-first

t elrl ep enlBenche on ﬁc::urqtehk;)cakln orlmc;:\tlor;). m(;u at'tcr’]nsearch was also proposed in [4] to implement a restricted

results in [16] show that neighbor-knowledge-based me “version of Rulek, where the pruning of a gateway depends

O.ds suffer fr%m h'gg dT,\IlveIry Iols_sfln a h_|gh _moblll(';y 82' only on the connections among its neighbors. Simulation
vironment, where obsolete local information Is used to de- results show that the restricted Ruilés almost as efficient

termine the forward node set. Se\{eral appr_oaches r_1ave beegs the original one in reducing the forward node set.
proposed to reduce the overhead in collecting local informa-

tion with the aid of location information [12, 14]. Location Span Chenet al [2] proposed theSpanprotocol to con-
information could also be used to further enhance the cost-struct a set of forward nodes (calledordinatorg. A node
effectiveness of the generic protocol. In this paper we as-v becomes a coordinator if it has two neighbors that are not
sume target networks with moderate mobility, where near- directly connected, indirectly connected via one interme-
to-accurate normal local information can be maintained diate coordinator, or indirectly connected via two interme-
with affordable cost. Simulation results in this paper show diate coordinators. Before a node changes its status from
that the generic protocol can achieve high delivery ratio Non-coordinator to coordinator, it waits for a backoff de-

with near-to-accurate normal 2- or 3-hop information. lay which is computed from its energy level, node degree,
and the number of pairs of its neighbors that are not di-
2 Related Work rectly connected. The backoff delay can be viewed as a

priority value, such that nodes with shorter backoff delay

have higher chance of becoming coordinators. Span cannot
ensure a CDS since two coordinators may simultaneously
change back to non-coordinators and the remaining coordi-

Most neighbor-designating methods use similar heuris-
tics to determine a set of 1-hop neighbors to cover its 2-hop

neighbors. Imultipoint relaying[11], the complete 2-hop nators may not form a CDS. To conduct a fair comparison

nel%h?grﬁetshgllﬁg covei[reg.cflngmant prl:jmrlllq?(} OT%’ t of Span and other broadcast algorithms that guarantee the
partial =-nop neighoor set shafl be covered. Nodes tha arecoverage, we use in this paper an enhanced version of Span,
also the 1-hop neighbors of the last visited node are not con

. where a node becomes a coordinator if it has two neighbors

ZlﬂeBrgd 1'8 thﬁ coverag_e_rethlr emftarr]\t. Th|s IS als%the caie Mhat are not directly connected or indirectly connected via
[10]. Amore efficient algorithm is proposedrecently -, or two intermediate nodes with higher priority values.
by Lou and Wu [8], where not only the 1-hop neighbors but

also some of the 2-hop neighbors are excluded from the cov-LENWB: Sucec and Marsic [13] proposed thightweight
erage area of each node. The rest of this section focuses oand Efficient Network-Wide Broadca&tENWB) protocol,

self-pruning methods, which can be viewed as special casegvhich computes the forward node status on-the-fly. When-
of our generic protocol. ever nodev receives a broadcast packet from a neighbor

it computes the sef’ of nodes that are connecteddovia
nodes that have higher priority values thanlf v’s neigh-
foor set, N (v) is contained inC', nodev is a non-forward
node; otherwise, it is a forward node. LENWB uses 2-hop
peighborhood information.

Wu and Li’s algorithm : Wu and Li [17] proposed anark-
ing processto determine a set ofjateways(i.e., forward
nodes) that form a CDS: a node is marked as a gateway i
it has two neighbors that are not directly connected. Two
pruning rules are used to reduce the size of the resultan
CDS. According to pruning Rule 1, a gateway can become SBA: Peng and Lu [9] proposed the Scalable Broadcast Al-



gorithm (SBA) to reduce the number of forward nodes. As
in LENWB, the status of a forward node is computed on- X
the-fly. When a node receives a broadcast packet, instead
of forwarding it immediatelyy will wait for a backoff de-

lay. For each neighbar that has forwarded the broadcast

(a) priority values (b) u'slocal view (c) v'slocal view  (d) v'slocal view after
packet, nodey removesN (u) from N(v). If N(v) does finding black nodey
not become empty after the backoff delay, nedgecomes
a forward node; otherwise, nodeis a non-forward node. Figure 1. Local information for nodes  « and v.

2-hop information is used to implement SBA.

Stojmenovic’s algorithm Stojmenovic et al [12] extended

the Wu and Li's algorithm in two ways: (1) Suppose every the proadcast packet. More formally, for each broadcast-
node knows its accurate geographic position, only 1-hop in- ing the local informatior’., collected at a node is a triple
formation is needed to implement the marking process and(;  , F,), whereG,, = (V,, E,) is a subgraph of: that
Rules 1 and 2. That is, each node only maintains a list of gy ally represents the topology of a small vicinjiyis the

its neighbors and their geographic positions (connecnonspriority function onV,, andF, C F NV, represents a list

among neighbors can be derived). (2) The number of for- of forward nodes extracted from incoming broadcast pack-
ward nodes are further reduced by a neighbor elimination gts For the sake of clarity, we call nodesfinblack nodes

algorithm similar to the one used in SBA. non-black nodes with higher priorities thangray nodes
and all other nodewhite nodes Note that the coloring of
3 Broadcasting through Self-Pruning nodes is relative and depends on the view of each node. A
gray node in the view of one node could be a white node in
3.1 A generic broadcast protocol the view of another node. For example, in Figure 1, node

x is a gray node in the view of nodebut a white node for
We consider an ad hoc network as a unit disk graph nodev.

G = (V, E), whereV is a set of nodes anfl is a set of bidi- For any black node: in V,,, we say a neighbow of v
rectional links. For each node N(v) = {u | (u,v) € E} is coveredby v if there exists aeplacement patthat con-
denotes its neighbor set. A broadcast process can be derectsu andw with gray nodes as intermediate nodes; that
noted by the set of the forward nodEsC V. A broadcast-  is, there exists a pattu, vy, vs, ..., v, w) in G, where
ing is successfuif every node receives the broadcast pack- p(v;) > p(v), fori = 1,2,...,k. For example, in Fig-
ets; thatisV — F' C N(F), whereN(F) = J,cr N(v). ure 1 (b), the black node covers nodes andz; in Fig-
We say a broadcast protoaaisures the coveragft guar- ure 1 (c),s covers nodes, w andy, etc. In the proposed

antees successful broadcast, providing thas connected,  generic protocol, each node decides its own status (forward
there is no topology change caused by movement during thehode/non-forward node) independently based on its local
broadcast process, and there is no packet loss in the MAGnformation. When a node receives a broadcast packet, it
layer. It is relatively easy to ensure the coverage with a either forwards the packet or drops it (i.erunedfrom the
large F (e.g. blind flooding) or with a smal but based on  forward node set) according to the following rule.

€Xpensive global information (e.g. MCDS). The problem is Self-Pruning Rule: A node can be pruned from the forward
how to achieve a small forward node set based on affordable

. . node set if each of its neighbors is either a black node or

local information. covered by a black node

Local information collected at each node can be divided '
into two categories:static information including neigh- According to the self-pruning rule, noden Figure 1 (b)
borhood topology and a certain node attribute that servesand nodev in Figure 1 (d) can be pruned. However, node
as a priority value, andlynamic information including v in Figure 1 (c) cannot be pruned because there is a un-
a small set of nodes that have forwarded the broadcasicovered node:. Algorithm 1 outlines the proposed generic
packet. The static information is independent of any broad- broadcast protocol, and its correctness is shown by Theo-
casting and can be collected by periodically exchangingrem 1.
“hello” messages among neighbors. The priority values are
used to establish a total order among nodes. High prior-Theorem 1 The self-pruning rule ensures coverage.
ity nodes usually bare more responsibilities in a broadcast
process than low priority nodes. The priority value can Proof: We prove the theorem by contradiction. Suppose in
be a topology-related attribute, such as node degree, or @ broadcasting the set of nodes not receiving the broadcast
topology-unrelated attribute, such as node id. The dynamicpacketlU = V —F—N(F'), is notempty, lelV = N(U)—
information depends on each broadcasting and is carried byU be the “outer rim” ofU that have received and dropped



Algorithm 1 Broadcast via Self-Pruning (for each nage

1: Periodically exchange “hello” message with neighbors, ./ ./Vl\'
updating the static informatio®,, andp(V,,).

2: On receiving a broadcast packet, build up the black
node setF,.

3: Test the self-pruning rule with local informatidn, =
(Gu,p, Fy). If the rule applies, do nothing; otherwise,
forward the received packet.

(a) 0-hop information  (b) 1-hop information  (c) 2-hop information  (d) 3-hop information

Figure 2. Neighborhood topology of node  w.

its id via “hello” messages, but it will not relay its neigh-
bors’ “hello” messages. Because the links between neigh-
bors are not known, the self-pruning rule is still difficult
to apply except for the rare case that a node has all-black
) X neighbors. Another exception is when each node also ad-
U from the source node. Leb be the node iV with o ises its geographic location. In this case, a link between
the highest priority. From the assumption there is at leasty,, heighhors can be determined based on their distances.
one neighbon: & U of w, which must_ be covered by a Most self-pruning protocols require 2-hop information; that
black node according to the self-prgnmg rule. Note that is, each node advertises its id and its neighbor set through
any replacement path to must contain at least one node upqio" messages. In this case, the replacement paths can be
w e W (|._e.,,mu_st pass the outer rim), and must bea  onstructed as the links between neighbors are known. Note
gray node |rlws view. That contradicts the assumption that that the links between two nodes 2 hops away are still un-
p(w) > p(w’). = known, as shown in Figure 2 (c). Generaltyhop informa-
] ] tion can be collected by advertisiig— 1)-hop information
3.2 Static Information in each node’s “hello” messages, and the resultant topology
includes nodes withik hops, links between any two nodes
Algorithm 1 has many existing and potential special within & — 1 hops, and links between a noééhops away
cases. The most significant difference among those speciaind a nodé — 1 hops away. Using-hop information with
cases is the local information collected at each node. Usu-k > 2 may increase the pruning efficiency. However, this
ally more nodes can be safely pruned if each node has bettebenefit needs to be justified through simulation.
knowledge of the global information. However, this infor- Some existing protocols, like SBA, use no gray nodes
mation comes with a price. A study of options in informa- and do not need to collect priority values. To increase prun-
tion collection can help the understanding of existing pro- ing efficiency, the priority value(v) of each nodes can
tocols as well as the tradeoff between overhead and prun-be advertised in the “hello” messages. We say the priority
ing efficiency in designing new protocols. The collection value of a node has &-hop property if it depends on the
of static information, including neighborhood topology and k-hop information of this node. For example, node id has a
priority values, is discussed in this subsection. Dynamic 0-hop priority value because it is independent of any topol-
information collection is discussed in the next subsection. ogy information. Node degree, defined as the number of
Neighborhood topology-,, in each node is collected neighbors, has a 1-hop priority value. Neighborhood con-
via exchanging “hello” messages periodically among neigh- nectivity, defined as the ratio of pairs of directly connected
bors. We use the termk*hop information” to denote the neighbors to pairs of any neighbors, has a 2-hop priority
topology information that can be collected afterounds value.
of “hello” message exchanges. The maintenance overhead Using the node degree as the priority value is usually
of k-hop information is related to the mobility pattern of more efficient than the node id in self-pruning, but it is
an ad hoc network. A highly mobile network demands a also more expensive; that is, it requires an extra round of
smaller “hello” interval than a slightly mobile network to  “hello” message exchange. Therefore, a self-pruning pro-
keep the local information up-to-date. A largesilso means  tocol based on 2-hop information and using node degree as
a smaller interval to disseminate topology changes faster topriority value has similar overhead to the one using 3-hop
a larger neighborhood. Therefore, it is important to kéep information and node id. This drawback is avoided in the
small in a moderately mobile network. restricted Rulég:, where only neighbors can be gray nodes
Figure 2 shows neighborhood topologies with different and their priority values can still be collected in two rounds.
values ofk. k£ = 0 means that there is no “hello” message, Neighborhood connectivity is more efficient than node de-
and each node knows only the black neighbors. The self-gree, but two extra rounds of “hello” message exchanges
pruning rule cannot apply in this case, as it requires a com-is expensive. In the original Span protocol, neighborhood
plete list of neighbors. Wheh = 1, each node advertises connectivity is used to compute the backoff delay, which is

the broadcast packet. Apparently; N F = (). Note that
W # (); otherwise, a network partition exists that separates



w w

f f Table 1. Existing self-pruning protocols.
s . s . Static Info Dynamic Info
* u./.\ x Protocol k priority round | delay hist.
X/’ Wu-Li 2 2  id/degree 5 No 0
(@) no history (b) 2-hop history in 1 packet  (c) 2-hop history from 2 packets Dai-Wu 2 id/degree 5 No 0
Span 3 connectivity 5 No 0
Figure 3. Broadcasting history information. LENWB 2 degree 3 No 1
SBA 2 - 2 Yes 1
Stojmenovié | 1¢  degree 2 | Yes 1

not propagated to its neighborhood as the priority value is.

aAllowing at most two gray nodes in each replacement path.

3.3 Dynamic Information bWhen restricted pruning r_ules are used. ThavisC N(v)
®When the enhanced version is used.

. o dRequiring a GPS device installed on each node.
The set of black node$;, contains the dynamic (i.e.,

broadcasting-specific) history information carried by in- sjve method to increase the number of black node. The cor-
coming broadcast packets. We say a self-pruning protocolresponding overhead is a few extra bytes in each packet.
is astatic protocolif it does not collect or use any dynamic - There are three available options: 0-hop history (i.e., static
information; otherwise, it is dynamic protocolIna static  protocol), 1-hop history where the id of the last visited

protocol, step 2 of Algorithm 1 is eliminated, and a modi- node can be extracted from the sender field of the incom-
fied version of the self-pruning rule is used in step 3: ing packet and no piggybacking is necessary (Figures 1 (b)

Static Self-Pruning Rule: A node can be pruned from the and 1(c)), and-hop history where id’s of the laét— 1 vis-

forward node set if each neighbor is covered simultaneouslyited nodes are piggybacked into the broadcast packet (Fig-
by all other neighbors. ure 3 (b)). In the last optiork; is the same as the one used in

o . . collecting k-hop information. Using more thak+hop his-

If a node satisfies the static self-pruning rule, then there tory is a waste because only black nodes withimops are
is a replacement path between any pair of its neighbors. sef| to the self-pruning rule. Note that the piggybacked
Therefore, regardless of which neighbor a node receivesysiory can be combined with the backoff delay. For exam-
a broadcast packet from, its neighbors are always coveredple, Figure 1 (d) combines backoff delay and 1-hop history

by this black node; that is, the original self-pruning rule information, and Figure 3 (c) combines backoff delay and
is guaranteed. For example, noden Figure 3 (a) can 2-hop history information.

be pruned by the static self-pruning rule. The benefit of
static protocols is that step 3 of Algorithm 1 can be applied
prior to any broadcasting, which reduces the computation
delay. A more important consideration is to form a rela-
tively stable CDS that facilitates unicasting and multicast-
ing as well. The drawback is that static protocols usually
produce a larger CDS than the dynamic ones.

In dynamic protocols, a node is more likely to be pruned
if it has a larger black node sét, in its local information.
For example, node in Figure 1 can be pruned only after
it identifies two black nodes in its neighborhood. There are
two methods to increase the number of black noteskoff
delayandpiggybacked historyThe backoff delay scheme

3.4 Special cases

All self-pruning protocols described in Section 2 can be
viewed as special cases of our generic self-pruning proto-
col, as shown in Table 1. In the first three protocols (i.e., Wu
and Li's algorithm, Dai and Wu's algorithm, and Span), the
static self-pruning rule applies. In the remaining three pro-
tocols (i.e., LENWB, SBA and Stojmenovic’s algorithm),
the dynamic (i.e., original) self-pruning rule applies. Note
that none of these protocols exhausts the potential efficiency
of the generic protocol. For example, the combination of 2-

. ) . hop neighborhood information, node degree as the priority
postpones the testing of the self-pruning rule for a backoff value, backoff delay and 2-hop history information shall be

delay, hoping that new black nodes can be observed for-more efficient than any of these protocols

warding the same broadcast packet. Figure 1 (c) shows the '

situation when the first packet comes from nedand Fig- ] ]

ure 1 (d) shows that another copy of the same packet is re4  Simulation

ceived from nodey. Backoff delay can also relieve the con-

tention and collision problem in a broadcast process. The The simulation is conducted with a custom simulatsr

drawback is the longer overall delay. [3] and focuses on three aspects: (1) the performance of
Piggybacking broadcast history information (i.e., a list the generic protocol compared with several other broadcast

of forward nodes) in the broadcast packet is an inexpen-protocols, (2) the effects of configuration parameters on the
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Figure 5. The effect of different special cases
on the number of forward nodes.

Size of neighborhood, d=6 Size of neighborhood, d=18

40

pruning efficiency and overhead of the generic protocol, and ,
(3) the effect of node mobility on the delivery ratio of the
generic protocol. Due to the limit of space, the option of
backoff delay is not included, and the two corresponding :
protocols, SBA and Stojmenovic’s algorithm, are not com- |
pared with other protocols. -
Unlike ns-2, where the entire network protocol stack
is consideredds considers only functions in the network
layer, assuming an ideal MAC layer without contention or
collision. Simulations that cover the entire network proto-
col stack can be found in [16]. To generate a random ad
hoc network,» hosts are randomly placed in a restricted designating protocols, and performs much better in dense
100 x 100 area. To study the behaviors of different algo- networks.
rithms under a given average node degiethe transmitter Figure 5 compares several special cases of the generic
ranger is adjusted to produce exact{g links in the cor- protocol, including Base, Wu and Li’s algorithm (Rules
responding unit disk graph. Networks that cannot form a 1&2), Dai and Wu's algorithm (Rul&), the enhanced Span,
strongly connected graph are discarded. Each simulation isasnd LENWB. For a fair comparison, all the special cases
repeated until the confidence interval of the average resultsuse 2-hop neighborhood information and node degree as
are small enought#5% at90% confidence level). the priority value, except for the enhanced Span, which
Pruning efficiency: The efficiencies of various broadcast US€S neighborhood connectivity as the priority value. Under
protocols are compared in terms of the numbers of for- gll circumstances, Base is better than all the existing algo-
ward nodes. We say an algorithm is more efficient than fithms. Span and LENWB are very close to Base. Rules
another algorithm if it generates a smaller forward node 1&2 are worse than Rulé, which in turn, is worse than
set. Figure 4 compares efficiencies of three broadcast pro->Pan, LENWB, and Base. The difference is more signifi-
tocols. The base protocol (Base) is a new protocol derived€ant in dense networks (about 20%). This is unders_tandable
from the generic protocol using 2-hop neighborhood topol- Pecause Rules 1&2 and Ruteare based on the static self-
ogy, node degree as the priority value, and 2-hop broad-Pruning rule. . o S
cast history. The enhanced neighbor-designating protocol Overall, all speual cases e>.<h|b|t similar eff|C|er_1C|es, and
(END) as described in [8] is the most efficient neighbor des- & Néw protocol (i.e., Base) derived from the generic protocol
ignating algorithm. The third is MCDS [5] based, which S more efficient than any existing protocols.
is based on global information and produce a near-optimal Configuration parameters. Since different configurations
forward node set. The simple flooding method does not ap-have different communication and computation overheads,
pear in this figure, because it always hatorward nodes.  fine tuning of configuration parameters is necessary to
The probability-based methods are not considered, since weachieve better balance between efficiency and overhead.
compare only the algorithms that ensure the coverage. InThree parameters are considered: K 1bhe “radius” of the
relatively sparse networks (the left graph= 6), Base is neighborhood topolog¥.,, (2) type of priority values, and
about 20% worse than MCDS and 20% better than END. (3) A, the size of piggybacked broadcast history. Figure 6
These ratios remain stable as the number of nodes increasesompares four configurations with different neighborhood
from 20 to 100. In relatively dense networks (the right radii: k = h = 2 (2-hop),k = h = 3 (3-hop),k = h =4
graph,d = 18), Base is about 40% worse than MCDS and (4-hop), andk = h = 5 (5-hop). All these configurations
about 150% better than END. That is, the generic protocol use node degree as the priority value. This is also the default
with 2-hop approximation is closer to optimal than neighbor setting in subsequent comparisons. In sparse networks, 2-
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Figure 6. The effect of neighborhood radius
on the number of forward nodes.
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Figure 7. The effect of priority value on the Figure 9. The effect of neighborhood radius
number of forward nodes. on delivery ratio.

Length of routing history, n=100, d=6 Length of routing history, n=100, d=18 Different priory types, n=100, d=6, k=3 Diferent pririty types, n=100, d=18, k=3

Average number of forward nodes
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Figure 8. The effect of broadcast history on Figure 10. The effect of priority value on de-
the number of forward nodes. livery ratio.

hop is about 10% less efficient than 3-hop, which in turn'is yegigned for highly mobile networks, it is still important
shgh_tly worse than 4-hop and 5-hop. In_dfanse networks, all ;5 know how much mobility is “too high”. Furthermore, a
configurations have almost the same efficiency. We can con-4se study can reveal the impacts of different configuration
clude that 2-hop information is relatively cost-effective for 5rameters on the overall mobility resilience. We measure
dense networks, and 3-hop information is relatively cost- e mopility resilience through delivery ratio, which is de-

effective for sparse networks. _ ~ fined as the ratio of the number of nodes that receive the
Figure 7 compares three configurations that use node idy5adcast packet to the total number of nodes in the net-

node degree, and neighborhood connectivity as priority val- ok The mobility model of the simulation is as follows:
ues. In sparse networks, id is the least efficient, and de'Suppose each node updateskithop neighborhood infor-
gree and connectivity are very close. This simula_tion IS mation for every fixed time perioch¢. During eachAt,

conducted on networks with 100 nodes & 100), with a given percentage ) of nodes may leave their original

k varying from 2 to 5. In dense networks, id and degree ,sitions and cause inaccuracy in neighborhood informa-
have similar efficiencies. Degree is better with snathnd tion. The movement pattern is similar to the random way-

id.is .better with Ia_rgelc. Connectivity is f[he most. efficienF point model [1], with a maximum speed A, wherer is
priority under all circumstances. There is no optimal choice {na \wireless transmitter range, and no pause time.
of the priority type. Node id is the best for minimizing the Figure 9 compares the delivery ratio of the generic pro-

converging time. Neighborhood connectivity is the best for 1,415 with different neighborhood radki. The network
relatively stationary networks. Node degree is more desir- mobility varies from no mobility § = 0%) to full mo-

able when the computation power of each node is limited bility (p = 100%). In sparse networks, even slow mo-

and longer converging time is tolerable. _ bility (p = 10%) may cause serious loss of delivery ratio
Figure 8 compares three configurations that piggyback - 99%). In dense networks, 20% mobility is still toler-

0-hop, 1-hop and:-hop broadcast history information in apje pecause of the higher topological redundancy. Using
broadcast packets. In sparse networks, 0-hop is about 5% _pqp, information achieves higher delivery ratio than other
less efficient than 1-hop anlethop. In dense networks, 0-  gnoroximations, but the difference is quite small. Figure 10
hop is about 10% less efficient than 1-hop drldop. Un-  -qmpares different priority types. In sparse networks, id as
der both circumstances, 1-hop akdhop have similar effi-  he priority value performs best, and degree and connectiv-
ciency. Therefore, using 1-hop routing history is more CoSst- ity are very close. In dense networks, degree is the best, then
effective. . _ _ connectivity, and id fares the worst. Figure 11 compares
Overall, a cost-effective configuration shall be based on gifferent lengths of piggybacked broadcast history. Here we
2- or 3-hop information and 1-hop routing history. use 3-hop neighborhood information and node degree as the
Network mobility : Although self-pruning protocols are not  priority value. In sparse networks, the length of routing his-
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Figure 11. The effect of broadcast history on

delivery ratio. [3]

(4]
tory makes no difference. In dense networks, using 0-hop [5]
routing history is much better than the other two options. It
achieves a high delivery ratio80%) under a relatively high
mobility (50%). 6]
Overall, the coverage conditions are very sensitive to
network mobility, which may cause heavy packet loss [7]
even when 10% of neighborhood information is inaccurate.
However, the situation is much better in relatively dense net-
works. Using 2-hop neighborhood information, 0-hop rout- (8]
ing history, and node degree as the priority value can also
improve the delivery ratio. [9]

5 Conclusion

(10]

We have proposed a general framework for broadcasting
in ad hoc networks that uses self-pruning techniques to re- 11
- [11]

duce the number of forward nodes. The proposed generic

protocol is the superset of several existing self-pruning pro-
tocols. The general framework provides a uniform platform, [12]

upon which existing protocols can be compared and more

efficient protocols be developed. A comprehensive simula-

tion study reveals that:
[13]

1. There is a special case of the generic protocol that is
more efficient than most existing neighbor-knowledge-
based protocols. (14]

2. A good balance between efficiency and overhead can
be achieved by using 2- or 3-hop neighborhood infor- [15]
mation and 1-hop broadcast history information. Se-
lection among node id, node degree and neighborhood
connectivity as priority value shall be a tradeoff be-
tween efficiency and stability.

(16]

3. High delivery ratio can be achieved under moder- (17]

ate node mobility, especially in relatively dense net-
works with 2-hop neighborhood information and 0-
hop broadcast history information.

Our future work includes enhancement of the general
framework to interpret other existing neighbor-knowledge-
based broadcast schemes, including neighbor-designating
methods.

oo Length of routing history, n=100, d=6, k=3 —_ Length of routing history, n=100, d=18, k=3 R efe re n CeS
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