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Abstract

We propose a non-redundani broadcasting algo-
rithm for faulty hypercube computers. The concept of
unsafe node is introduced to identify those non-faulty
nodes that will cause a detour or backtracking because
of their prozimity to faully nodes. It is assumed that
each healthy node, safe or unsafe, knows the status
of all the neighboring nodes. The broadcasting is op-
timal, namely, a message is sent to each node via a
Hamming distance path if the broadcasting is initiated
from a safe node. We also show that when the source
node is unsafe and there is an adjucent safe node then
the broadcasting can be achieved with only one more
time step than the fault-free case.

1 Introduction

The hypercube [11] has been a dominating topol-
ogy used because of its strong connectivity, regularity,
symmetry, and ability to embed many other topolo-
gies. Numerous research projects have considered hy-
percube design aspects [13] and hypercube applica-
tions [14], [10]. These have resulted in several com-
mercial products, such as the Intel iPSC [6], FTS T-
series [2], and NCUBE [4].

Efficient droadcasting of data [7], [15], is one of the
keys to the performance of a hypercube system. Basi-
cally, broadcasting is the process of transmitting data
from one node, called the source node (s), to all the
other nodes. By fault-tolerant broadcasting we mean
the successful broadcasting of a message in the pres-
ence of faulty components (links and/or nodes).

We consider in this paper a fault-tolerant broad-
casting scheme based on non-redundant broadcasting,
where each node will be visited by exactly one copy of
the broadcast data. In this case normally a spanning
broadcasting tree is first constructed, then the broad-
cast data is sent from the root of the tree, the source
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node, to all the other nodes along the paths in the
tree. The methods in this category can be further
divided into approaches using global network infor-
mation, limited global information, and local network
information. The methods can also be categorized
by the type of faults to be tolerated, which can be
node failures or link failures or combinations of both.
In this paper, we consider broadcasting using limited
global information and where the hypercubes are sub-
ject only to node failures.

The standard algorithm for non-redundant broad-
casting was given by Sullivan and Bashkow [16] and
uses a binomial tree as broadcasting tree. Using only
local network information, namely, the status of neigh-
boring links or nodes which can be either faulty or non-
faulty, Al-Dhelaan and Bose [1] proposed binomial-
tree based broadcasting with local network informa-
tion which can tolerate at least one fault in each path
in the binomial tree. This approach was enhanced by
Wu and Fernandez [18] whose algorithm guarantees
an optimal number of time units for completing the
broadcast. Using global network information, Wu [17]
proposed a reliable broadcasting algorithm which is
based on a variation of the binomial tree structure.
Using limited global network information by classify-
ing nonfaulty nodes into safe and unsafe (a node is
unsafe if it has unsafe or faulty nodes in its neighbor-
hood), Lee and Hayes [8] proposed an efficient broad-
casting algorithm which can be used for hypercubes
with fewer than [2] node failures. Their algorithm
requires the same number of time units as the fault-
free case when the source node is safe, and one more
time unit than the fault-free case when the source is a
unsafe node with at least one safe neighbor. In this pa-
per, we propose an enhanced broadcasting algorithm
based on Lee and Hayes’ algorithm. The concepts of
safe and unsafe nodes are still used but they are de-
fined differently. It is shown that the proposed algo-
rithm can tolerate more node failures while still keep-
ing the simplicity of Lee and Hayes’ algorithm.
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This paper is organized as follows. Section 2 defines
basic notation and preliminaries. Section 3 proposes
an efficient non-redundant fault-tolerant broadcasting
algorithm based on a new classification of safe and
unsafe nodes. Performance aspects are discussed in
Section 4. Section 5 presents some conclusions.

2 Notation and Preliminaries

An n-dimensional hypercube { n-cube ) @, contains
27 nodes. Every node a has address apnan_ - - - a3 with
a; € {0,1}, 1 < i < n, and a; is called the i th bit
(also called the i th dimension) of the address. Every
m-dimensional subcube @, n < m, has a unique
address qngn_1...q1 with ¢; € {0,1,%},1 < i < n,
where exactly m bits take the value %, and * is a don’t
care symbol. A hypercube itself can be considered as
a special subcube where all the bits take the value *.
Each node is also a special subcube in which no bit
takes the value *. A coordinate sequence (cs): 1143...im
is a permutation of those bit positions that take values
*in Qm. Let Qi = gngn-1...T;...q1 denote the
neighboring m—subcube of Qm = ¢ngn_1..-¢i---q1,
along the ith dimension, where g; # *. (Qm); dernotes
a substitution of the ith bit of Q@ by ¢ € {0,1,*}.

For example, if n = 3 and Q; = *0 then Q} = *x1
and (@)% = *01. ¢s = 23 is a coordinate sequence of
subcube # * 1 (the bit position is counted from the
right).

Definition 1 [9]): The splitting process of Qm with
respect to coordinate sequence 723 .. .4y, at node s =
SnSn_1...51 1s defined as follows:

Qm = Qm—l + Q;n_l
Qm-1 = Qm-2+ Q:n_z
Q= Q+Q

where Q,,_; = Q;, and Qm_j = (Qm-j+1)¥.,,
for1<j<m.

The above sequence defines a splitting process of
Qr as follows: @, is split into two (m—1)—subcubes,
Qm-1(5 € Qm-1) and Q,_i(s & Q) along the
i1th dimension. Qu_ is further divided into two (m—
2)—subcubes along the isth dimension. This process
continues until Q; is divided into two 0—subcubes, QZ)
and Qo = s along the i,,th dimension. Clearly, the set

{Q:,,_I,Q:n_;,,...,Q;,,QQ} is a partition of Q. For
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example, the splitting process of Q3 = *** at s = 010
with ¢s : 114213 = 213 can be described as follows:

*x%(Q3) = *1*(Q2)+*0*(Ql2)
s1x(Q2) = +10(Q1) ++11(Q))
#10(Qs) = 010(Qo) + 110(Qp)

Clearly, {Q3 Q1,Q0, Qo) = {*0%,x11,110,010}
forms a partition of Q3 = #**. and Qg = 010

Broadcasting is a process which sends data from
one node to all other nodes in the network. Normally
it is required that the broadcast data be sent to each
node efficiently. This can be done by selecting a short-
est path between the source node and the destination
node. In hypercubes the shortest paths between two
nodes are those paths which have a length equal to
the Hamming distance between these two nodes’ ad-
dresses. Therefore in hypercubes the shortest path
is also called the Hamming distance path. Note that
in hypercubes with no faulty components {links or
nodes), shortest path and Hamming distance path are
the same. In faulty hypercubes, however, a shortest
path could be longer than a Hamming distance path.
Non-redundant broadcasting is a special broadcasting
such that the broadcast data visits each node exactly
once. A non-redundant broadcasting process requires
to find a spanning broadcasting tree in the network.
The broadcasting that uses the above splitting pro-
cess at each node forms a special spanning broadcast-
ing tree called a binomial tree [16]. The broadcasting
tree in Figure 1 is a binomial tree with 011 as its root.

When a destination subcube Q; is sent to a node a,
it suffices to provide only the locations of * and all the
values of non-*’s can be directly derived from a, since
all the non-+’s in the address of Q; take the same val-
ues (0 or 1) as a in the corresponding location. There-
fore in the implementation of the broadcasting algo-
rithm, an n-bit control word LABEL is used to perform
the splitting process and to control the broadcasting
process at each node. Each 1 in LABEL corresponds
to * in that location and each 0 represents a non-*
value. The general binomial-tree-based broadcasting
algorithm, which is similar to the one in [8], can be
described as follows:

Algorithm BROADCASTING
{ #142...in is a cs, where z is the size of the hypercube}
begin
it current_node = source_node then
for j=1ton LABFEL[j]:=1;
for j=1ton
if LABEL[i;] # 0 then
begin



Figure 1: A broadcasting process on @3 with respect
to coordinate sequence 213 at node 010

LABEL[;] = 0;
send the broadcast data and LABEL to the
reighboring rode along the i;th dimension;
eud;

end.

In the above algorithm, broadcasting to all the
neighbors of a given node is performed by a sequence
of splitting and sending subcubes. A subcube is split
by assigning the value 0 to a particular bit in LABEL
and that new label together with the broadcast data
is immediately sent to the appropriate neighbor. The
splitting process continucs on the new LABEL which
corresponds to a new subcube one dimension smaller
than the previous subcube.

Suppose 213 is used as the cs for Q3 : *++ with 010
as the source node. Then the splitting process gener-
ates the paitition set {#0%,*11, 110,010} at 011. Then
#0%, 411, 110 will be sent to 000, 011, 110, respectively.
13, a subsequence of 213, will be used as the ¢s at 000
to further split and breadcast the subcube 0+. And 3
will be used as the ¢s ai 011 to split and broudcast the
subcube +11. The broadcasting process of the above
example is shown in Figure 1.

In algorithm BROADCASTING the coordinate se-
quence 7323 ...4, at the source node is global in the
sense that ccordinate sequences at all the other nodes
are subsequences of it. It is possible to allow coordi-
nate sequences at different nodes indepzndent of each
other and this type of broadcasting will be adopted in
the fault tolerant broadcasting algorithm discussed in
the next seclion.

3 Broadcasting in Faulty Hypercubes

We start with an illustration of problems of general
broadcasting in hypercubes with node failures. Figure
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Figure 2: A Q4 with three faulty nodes

2 shows a Q4 with three faulty nodes: 0000, 0110, and
1101. In the figure a black node represents a faulty
node and a white node represents a non-faulty node.
Suppose node 0011 is the scurce node and the cs at
0011 is 1432, that is ** %0, 1xx1,01%1,0001 will be
broadcast at 0010, 1011, 0111, and 0001. Let’s look
for example at the breadcasting of x+x0 at 0010. It is
clear that there is no shortest path from 0010 to 0100,
since there is a faulty rode in each of the two shortest
paths: 0110 in the path 0010 — 0110 — 0100; 0000 in
the path 0010 — 0000 — 0100. Therefore the broad-
cast data can reach node 0100 from 0010 only through
a detour path, say 0010 — 1010 — 1000 — 1100 —
0109. This process not only lenghtens the broadcast-
ing process, measured in time steps, but also com-
plicates it. The algorithm BROADCASTING defined
eatlier is ro longer applicable for this case.

If 4212 is used as the cs at the source node 0011,
then 1#x%%,0 % 0%,0 %10,0111 will be broadcast at
1011, 0001, 0010, and 0111, respectively. Suppose the
broadcasting of 0 * 0% at 0001 is decided by a local
¢s = 31, then 0100 can be reached through a short-
est path: 6011 — 0001 — 0101 — 0100. ;The above
example shows that it is very important to select an
appropriate c¢s at each node. It is clear that no sub-
cube of more than one dimension should be sent to
a ncde with more than oue faulty adjacent node. In
the above example node 0010 is such type of node,
and therefore 1, the dimension along which 0011 and
0010 are connected, should be placed as the last di-
mension or the next to last dimension in the es at the
source node. We call this type of node unsafe, which
is defined more precisely as follows.

Definition 2. A nonfaulty node in a hypercube is
cailed unsafe if one of the following two conditions is
true !:

iIn Lee and Hayes' definition a node is unsafe if and only if
there are at least two unsafe or faulty neighbors.




o There are at least two fauliy neighbors.

o There are at least three unsafe or faulty neigh-
bors.

A subcube is called unsafe if all its nodes are faulty
or unsafe; otherwise the subcube is called safe.

In the example shown in Figure 2, 0100 and 0010
are the only unsafe nodes among the non-faulty nodes.
Therefore, Q4 in Figure 2 is a safe hypercube.

Before proceeding, we consider an algorithm that
identifies all the unsafe nodes in a hypercube. The ter-
mination condition in the algorithm is that the global
status reaches a stable condition, that is, it becomes
stable. The global status consists of the status of all
the nodes. Initially all the noufauliy nodes take the
safe node status. A global state has not reached a
stable condition if there is at least one node changing
status from safe to uvsafe in the last round of calcu-
lation.

Algorithm GLOBAL_STATUS
{Each node keeps a list FAULTY of neighboring faulty
nodes and a list UNSAFE of neighboring ansafe nodes.
Initially all the UNSAFE lists are empty.}
begin
while the global staie is not stable
parbegin
NODE_STATUS(a(#)), 0 < i < 2" — 1;
parend;
{Each node determiaes its status. One calculatiop
of the above statement is considered as one round.}
end.
Procedure NODE_STATUS(a(i))
forj=1ton
begin
check status st of tke veighboring node a(s)’
along dimension j;
if st = unsafe and a(i)? is not in UNSAFE
then Add a(i) to UNSAFE;
if [FAULTY]| > 2 or | FAULTY|+ |UNSAFE| >3
then Mark the carrent node a(3) as unsafe;
end.

The GLOBAL_STATUS algorithm can be easily ex-
tended to a version using deceatralized control, where
a set of processes, each of which represents a node in a
hypercube, cooperate in deciding each node’s status.

Based on the analysis of several cases we conjec-
ture that there is no assignment of n — 1 faulty nodes
to a Qn such that Q, is an unsafe hypercube. How-
ever, there exists an assignment of n faults to an n-
dimensional hypercube (@) that can make Q,, an un-
safe hypercabe. For example, suppose n faulty nodes
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are placed in nodes with exactly one 1 in their ad-
dresses, namely, 100..00, 010...00, 001...00, ..., 000..10,
000..01. Let S; be a set. of those nodes with exactly i of
1s in their addresses. It is clear that Sg = 000...00 is
directly connected to all the nodes in S; and each node
in S5 has two neighboring nodes in S;. Therefore all
the nodes in beth Sy and Sy become unsafe in the first
round. Since in general each node in $;,3 < i < n,
has exactly i neighboring nodes in S;_1, in the second
step all the nodes in S3 become unsafe. This process
continues until the (n - 1)th step when the nodes in
Sn—1 make all the nodes in S,, unsafe.

The proposed fault-tolerant broadcasting algorithm
works in the following way: assume the source node
is safe, the first n-2 dimensions in the cs are those
along which safe nodes are connected. The last two
dimensions are selected based on the priority order of
neighboring nodes: safe, unsafe, and faulty. Based
on the definition of safe node, the last and last but
one dimensions are the dimensions along which unsafe
nodes could be connected. However only along the last
dimension the source node could connect to a faulty
node. For the subsequent broadcasting at the other
nodes, say a, if a is safe then the above procedure
will be applied; if @ is unsafe then it is responsible to
broadcast the data on a subcube with no more than
one dimension.

Algorithm FT_BROADCASTING
{ Each node keeps a cs : i1iz...i5 }
begin
if curreni_rode = source_node then
for j=1ton LABFEL[j]:=1;
for j=1ton
if LABEL[i;] # 0 then
if the neighboring node along dimension i; is
not in FAULTY or UNSAFE then
begin
LABEL[:;]:=1;
send the broadcast data and LABEL via link &;;
end;
forj=1ton
if LABEL[i;) # 0 then
if the neighboring ncde along dimension
1; is UNSAFE then
begin
LABFEL[s;] == 0;
send the broadcast data and LABEL via link i,.
end;
end.

In the above algorithm, cs can be global in the sense
that each node keeps the same copy. This also implies
¢s being static. Fach node also can use a local ¢s which
can be dynamically changed to meet certain criteria,
such as to balance the traffic load. We also assume
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Figure 3: A broadcasting from node 0000 on a Q4 with
five faulty nodes.

that a broadcast is initiated when the global status is
stable and this status remains stable during one broad-
casting period. The enforcement of such assumption
[5], [12] is beyond the scope of this paper.

Figure 3 shows how the FT_BROADCASTING
algorithm works on a Q4 with five faulty nodes:
0100, 0101, 0011, 1110, and 1111. By applying
GLOBAL.STATUS, we derive that Q4 is a safe cube
with 0000, 0010, 1000, and 1010 being the safes nodes
among the non-faulty nodes. Suppose 0000 is the
source node with a LABEL = [1111]. Among all the
neighboring nodes, only 0010 and 1000 are safe, there-
fore a 3-cube and a 2-cube will be sent to these two
nodes. Assume that 4 is before 2 in the cs, then 1000
receives the 3-cube 1**x, which is represented by the
LABEL= [0111] and 0010 receives the 2-cube 0x1x
represented by LABEL = [0101]. The unsafe node
0001 will receive a 1-cube 0 %01 represented by a LA-
BEL = [0100]. The faulty node 0100 will never receive
any data. In the next step, 0010 sends 011x, repre-
sented by [0001] to 0110 and the remaining 0-cube
0011 will be discarded; 1000 sends 1% 1, represented
by a LABEL= [0101] to 1010, 110+ by [0001] to 1100
(suppose in the ¢s 3 is before 1), and 1001 by [0000]
to 1001. In the third step, 0-cubes represented by
[0000] will be sent from 0011 to 0111, from 1100 to
1101, and the 1-cube 111 represented by [0100] will
be sent from 1010 to 1011. In the last step, since 1111
is faulty no data will be sent to it. Assume that each
message transmission takes one time unit. The total
broadcasting time for the above example is 3.

Theorem 1 Algorithm FT_BROADCASTING
broadcasts data from a safe node to all the non-faulty
nodes optimally, or the data is sent to each node fol-
lowing a Hamming distance path.

Proof: We prove the theorem by induction on the

Authorized licensed use limited to: Temple University. Downloaded on July 13,2022 at 18:09:55 UTC from IEEE Xplore. Restrictions apply.

126

size n of the hypercube.

When n = 0 and n = 1 the theorem clearly holds.
Assume the theorem holds for all n < k, when n =
k + 1 and the source is safe. Based on the definition
of safe node there are at least n — 2 safe neighboring
nodes. The n — 2 subcubes from dimensions k—1 to 2
will be sent to these nodes. Based on this assumption,
the broadcast data will be transmitted to nodes in
these subcubes optimally. The remaining 1-cube will
be sent to a safe or unsafe neighbor, and the 0-cube
will be sent to the last neighbor if it is not faulty,
otherwise it will be discarded. The neighboring node
a that receives the 1-cube will split this cube into two
nodes, one is itself and the other is a’ the neighbor
of a along dimension i. If a’ is non-faulty then it will
receive the broadcast data from a, otherwise no data
will be transmitted. Clearly all the nodes in those 0-
cube and 1-cube broadcasts which have unsafe root
nodes broadcast the data following shortest paths or
Hamming distance paths. O

Corollary : The number of time steps used in
FT_BROADCASTING for a safe node will be no more
than n, where n is the dimension of the hypercube.

In general, FT_BROADCASTING generates an in-
complete binomial tree, which is a subgraph of a bi-
nomial tree that contains all the healthy nodes, that
is, all those missing nodes (mostly leaves) are faulty
nodes. The broadcasting tree in Figure 3 is an in-
complete binomial tree with five missing nodes, which
correspond to five faulty nodes.

FT_BROADCASTING can be modified to be ap-
plied in the case that the source is unsafe and there is
a neighboring safe node; then the broadcasting data
can be first sent to this safe node after which the data
is broadcast with the safe node being the source node.
Therefore this algorithm can be directly applied at the
neighboring safe node; however, the data should not
be sent back to the original source node. More specif-
ically, suppose the source node s is unsafe and there is
a safe neighboring node s* along dimension 7. First of
all, s inquires from s* the location of a faulty or unsafe
node other than s thai is adjacent to s° (there is at
most one such a node). Assume that j (j # i) is the
dimension along which a faulty or unsafe node is adja-
cent to s* (in the case that there is no such j then it will
be randomly chosen at s), s sends the data to s* and s7.
Then s* will be the source node to broadcast the data.
The cs associated with s' is selected such that dimen-
sions 7 and j are placed as the last two dimensions in
the sequence. Moreover, the data will not be sent back
to s. Clearly, the broadcasting in this case requires a
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Figure 4: A broadcasting from unsafe node 0110 on
the Q4 of Figure 3

maximum of n + 1 steps, not including the inquiry
step before broadcasting. Suppose the unsafe node s
= 0110 is the source node in the Q4 in Figure 3. First
of all, node 0110 obtains from s* = (0110)3 = 0010
the location of 0010’s faulty or unsafe neighbor, which
is 0011 in his case, connected along dimension j = 1.
Then 0110 sends the broadcast data to (0110)/ = 0111
and to the safe neighbor 0010. The Q4 is partitioned
at 0010 into { 1% #x,0x 0%,011%,0011 } and 0010 will
be the source node for broadcasting the data. How-
ever, the data will not be sent back to the original
source node 0110 since the broadcasting in subcube
011* has already been completed. The corresponding
broadcasting tree is shown in Figure 4 and five steps
are used to complete the broadcasting.

Theorem 2: When the source node is unsafe
and there is at least one safe neighbor, the above
modified FT_.BROADCASTING algorithm requires a
maximum of n + 1 steps to broadcast data in an n-
dimensional hypercube.

In general broadcasting initiated from unsafe nodes
in a safe hypercube is also possible. In fact, it is possi-
ble even to broadcast from unsafe nodes in an unsafe
hypercube. However, in the latter case the broadcast-
ing algorithm becomes much more complicated. This
algorithm can be sketched as follows: The broadcast-
ing data should be routed to one of the nearby safe
nodes. Apparently, such path exists as long as there is
no network partition and the hypercube is safe, which
ensures the existence of at least one safe node. Nodes
on the routing path are all unsafe and should be kept
in a list, say history, to be sent together with the
broadcasting data to the safe node. Then this safe
node acts as the source node to initiate a broadcast-
ing to all the other nodes except those in the history
list to avoid redundant broadcasting. Clearly, the key
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issue here is how to find a nearby safe node. Depth
first search [3] methods could be used in the absence
of global network information. However, this modified
broadcasting algorithm becomes less efficient with a
possible large amount of nodes in the history list. In
the extreme case of an unsafe hypercube with no safe
nodes, the broadcasting is completed after searching
all the possible paths for a safe node which doesn’t ex-
ist and all the unsafe nodes will be kept in the history
list.

To determine the application range of this method
the following theorem provides an estimated upper
bound in terms of the number of faults it can tolerate
together with their probability.

Theorem 3: When the number of faulty nodes
reaches 2”~1, where n is the dimension of the hyper-
cube, the percentage of safe hypercube is no less than

B __
n—1°
Cin

Proof: The assignment of 2"~1 faulty nodes to a
{n — 1)-subcube will generate a safe n-dimensional hy-
percube. Clearly, there are n such type of assignments
by selecting different dimensions to split the hyper-
cube into two (n — 1)-subcubes. O

4 Performance Analysis ‘

We include the following three measurements in
the performance analysis of the proposed broadcasting
scheme:

1. Feasibility checking at the source node.

2. Percentage of safe hypercube for a given number
of faulty nodes.

3. The number of steps (both for the average and
the worst cases) required to determine the status
of the hypercube (safe or unsafe).

Feasibility checking at the source node determines
whether it is applicable to use the proposed broad-
casting method. Actually, the checking process can
be simply expressed as:

{ at the source node }

if s is safe or one of the neighbors is safe

then it is feasible to use the proposed algorithm
else it is unfeasible.

The percentage of safe hypercube under a given
number of faulty nodes determines the application
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range of the algorithm. Figure 5 shows simulation
results of the percentage of safe hypercube vs. num-
ber of faulty nodes in hypercubes when the dimension
varies from 2 to 10. Obviously, one hundred percent of
safe hypercube is expected when the number of faulty
nodes is less than the dimension of the hypercube.
This percentage decreases after the number of faulty
nodes exceeds the cube dimension 2. Simulation re-
sults also show a zero percentage of safe hypercube
when the number of faulty nodes reaches about 271,
which is half the number of nodes.

Figure 6 shows simulation results which compare
the proposed safe cube definition with the one pro-
posed by Lee and Hayes [8] in terms of percentage
of safe hypercube on 6-dimensional and 8-dimensional
hypercubes. Based on the Lee and Hayes definition
of safe hypercube, simulation results show a one hun-
dred percent of safe hypercube when the number of
faulty nodes is less than 4 and 5 for 6 and 8 dimen-
sional hypercubes, respectively. These results match
the conjectured bound {%] [8]. This percentage de-
creases after the number of faulty nodes exceeds these
bounds. The results again confirm the wider range of
applications of the proposed safe cube definition com-
pared to the one by Lee and Hayes.

The results in Figure 7 show the average number of
steps required to determine the status of hypercubes,
safe or unsafe, under different number of faulty nodes
when the hypercube dimension varies from 2 to 10.

2When the number of faulty nodes reaches n, which is the
dimension of the hypercube, the percentage of safe hypercube
is still close to one hundred. Actuz»:lly this percentage can be

estimated as no greater than 1 — Z—.
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Obviously, one step is required when there is one faulty
node or no faulty node. The results show also the aver-
age maximum number of steps required for each node
to determine the status of a hypercube for a given
number of faults under different fault distributions.
The number of steps increases as the number of faults
increases until it reaches its maximum under a par-
ticular number of faulty nodes, 20 for 9-dimensional
hypercubes. The number of steps monotonically de-
creases after further increase of faulty nodes. Clearly
when faulty nodes reach 2™ — 1 only two steps are re-
quired. One step is required when all the nodes are
faulty. One interesting observation is that the max-
imum average number of steps is very close to the
dimension of the hypercubes.

5 Conclusions

In this paper, we have proposed a broadcasting
method for faulty hypercube computers. The method
extends the approach proposed by Lee and Hayes
where the concept of unsafe node is used. We also
show that the method can be applied to all faulty hy-
percubes with less than n — 1 faulty nodes, where n
is the dimension of the hypercube. The method can
also be applied to some faulty hypercubes with the
number of faults ranging from n to 2”. A simple fea-
sibility check is also given. It has been proved that
when the source node is safe the broadcasting is opti-
mal, namely, the broadcast data is sent to each node
via a Hamming distance path. When the source node
is unsafe and there is a adjacent safe node then the
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Figure 7: Average number of steps to determine the
status of hypercube vs. number of faulty nodes

broadcasting can be achieved with only one more time
step than the fault-free case.
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