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Abstract

Recent work in mobile ad hoc networks, simply
MANETSs, has drawn attention to the mobility capability of
each node. In [5], it is proved that the optimal positions of
the relay nodes along a single active flow must lie entirely
on the line between the source and destination with each
node spaced evenly along such a line. Based on this, we
propose two distributed schemes to control the relay nodes
in MANETS to approach their optimal positions in the lo-
cal relative coordinate system, one using one-hop neigh-
borhood and the other using two-hop neighborhood. Unlike
the one presented in [5] using only one-hop neighborhood,
our methods have no oscillation problem and will converge
more quickly. To reduce the overhead in synchronization,
outdated neighborhood (lagging by one round of informa-
tion exchange and update) is used in our two-hop neigh-
borhood based approach. The simulation results shows the
substantial improvement on the speed of achieving the opti-
mal configuration and the total moving distance of nodes.

Keywords: Mobile ad hoc networks (MANETS), distributed
algorithm, mobility control, neighbor information (neigh-
borhood).

1 Introduction

Recent research work has drawn attention to the control
schemes in MANETS in order to achieve optimal configu-
ration in data flows for improving communication perfor-
mance. In [5], the optimal configuration of a single active
flow is established and then a complete distributed iterative
scheme is proposed to move each node toward its optimal
position. Simply, in a synchronous round based system, at
each round, every node is required to compute the average
of its two neighbors and then move to that new position.
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As we will discuss later in this paper, the round-off error
[1] may cause the oscillation problem. In [5], instead of
reaching the expected target position, the node only moves
toward that point. The movement is damped and will not
suffer from large oscillation. But the oscillation problem is
not solved completely. Indeed, the damping slows down the
convergence and causes delay in achieving optimal configu-
ration. This will decrease the effectiveness of such mobility
control in some real time applications such as target track-
ing systems [4, 6, 8], in which the tracking data must be
transferred quickly enough to catch up with the moving tar-
get. Thus, providing a practical scheme which can form a
stable data flow quickly while keeping the relay nodes at
or close to their optimal positions is becoming increasingly
important.

In this paper, we focus on a way to collect and distribute
the location information, which is discovered in the GPS-
free positioning algorithm [3], so that the above averaging
algorithm using such information can converge quickly to
be used in data transmission. The challenge is twofold.
First, the information must be accurate enough to represent
the exact configuration. The effect of the round-off error,
which may cause oscillation in the implementation, must
be considered. Second, the collection and distribution pro-
cess must be practical and energy efficient. In other words,
it must be simple, have no complex computation, and must
not require any costly information, which demands expen-
sive equipment or a lot of multicasting/broadcasting.

A short summary of our approach follows. First, in the
averaging process using 1-hop neighborhood [5], the mini-
mum moving distance per round, M D PR, as a certain pa-
rameter for each node deployed, is introduced to avoid the
oscillation caused by round-off error. Instead of using the
damping process, a node will reach its target position imme-
diately. However, it will be moved only if the distance from
the current position to the target position is larger than this
MDPR. Then, by using 2-hop neighborhood, the above
averaging process can converge more quickly and each node
has less movement. To reduce the overhead in synchroniza-
tion, the use of outdated 2-hop neighborhood, also called



inconsistent neighborhood, is discussed. Our simulation
results show the substantial improvement of our control
schemes on the number of rounds needed in the converg-
ing process in the synchronous round based system (i.e.,
the speed of achieving optimal configuration) and the cor-
responding total moving distance of nodes.

The remainder of the paper is organized as follows: Sec-
tion 2 introduces some necessary notions and preliminar-
ies, including the related control schemes and the problems
in their implementation. Our control schemes in the local
relative coordinate system are presented in Sections 3. Sec-
tion 4 shows the simulation results. Section 5 concludes this
paper and provides ideas for future research.

2 Preiminary

We assume that all the nodes have the same communi-
cation range. The nodes inside the communication range
are called neighbors and two neighboring nodes are directly
connected. To send the data in an efficient way, the power
spent at each node is determined by its physical distance
to the target neighbor, which is called transmission range.
Thus, a network can be represented by a simple undirected
graph G = (V, E)), where V is a set of vertices (nodes) and
E is a set of undirected edges. An undirected edge (u,v)
denotes the connection between two neighboring nodes «
and v. The neighbor set N (u) of node u is defined as
{w | (w,u) € E or (u,w) € E}. Our mobility control
algorithm is orthogonal to the routing discovery protocol.
Each node « has the location (., v, ), simply denoted by
L(u). | L(u) — L(v) | is the distance between two nodes
wand v. L'(u) denotes the target location of « in its move-
ment. L., (v) is the location of node v in the relative coordi-
nate system at node w. Specifically, L,,(u) = (0,0).

We assume that a path from the source s to the destina-
tion d has been discovered using a routing protocol, e.g., a
greedy routing protocol or one of the ad hoc routing proto-
cols. We label the nodes from the source to the destination
0, 1, ..., n. We call node uq the source, node u.,, the desti-
nation, and nodes w1, ..., u,—1 relay nodes. For each relay
node wu;, we have u;_1,u; 41 € N(u;). Thus, any informa-
tion of u; can be shared with u;_; and u;,1 by the informa-
tion exchange among neighboring nodes. To simplify the
discussion, we describe the schemes in synchronous round
based system. All the schemes presented in this paper can
be extended easily to an asynchronous round based system;
however, to make our schemes clear, we do not pursue the
relaxation.

After each relay node knows its position, the optimal
configuration of relay nodes for a single active flow is estab-
lished in [5] as follows: Assume that the energy cost func-
tion is a non-decreasing convex function. Then the optimal
positions of the relay nodes must lie entirely on the line be-

Algorithm 1 (MCD): Mobility control at each relay node

1. Exchange L(u;) with u;—1 and w;41.

2. Receive L(u;—1) and L(u;y1).
L(ui—1)+L(uit1)
> .

Set L'(u) =

3. Set damping factor g € (0, 1], move toward L(u;) +
g+ (L' (ui) = L(us)).

tween s and d. Furthermore, the relay nodes must be evenly
spaced along the line. A uniform distributed algorithm that
allows the relay nodes to move to their optimal position is
also introduced in [5] (see in Algorithm 1). The key ingre-
dient of this algorithm is the simple averaging step. Note
that although a relay node computes the average of its two
neighbors, the node only moves toward this point, instead
of reaching it in one round. In other words, the movement
is damped. Such an algorithm is denoted as M CD.

[5] also claimed that M C' D will converge and eventu-
ally evenly distribute all the relay nodes on the line be-
tween s and d. However, in the final converging stage,
it only requires a node to move a very short distance.
Because of the round-off error, such a distance cannot
be expressed precisely in most computer languages such
as C and will cause inappropriate round-in or round-out.
For example, a 5-hops path contains nodes s(92.--- 34,
3.-+-32),u1(86.---14,9.---64), u2(80.---93, 16. - - - 95),
us(74.---75, 22.---28), uq(69.---55, 28.---60), and
d(63.---37, 34.---94), where X X.---YY stands for the
coordinate value beginning with X X as integer part and
ending with Y'Y in its decimal part. In the first round, node
uq 1S expected to move to (86. - - - 135, 9. - - - 635). However,
the target location of «; comes out as (86.---13,9.---63)
because a round-off error occurs. Respectively, uo, us,
and wuy will move to (80.---94, 16.---96), (74.---74,
22.---27), and (69.---56, 28.---61). In the next round,
all the nodes will bounce back to the positions in the previ-
ous round; that is, an oscillation occurs. According to our
simulation results, the oscillation will occur in most cases
(> 70%) when g is fixed and set to 1. Our simulation re-
sults also show that when ¢ is randomly generated, the per-
centage of achieving stabilization can be improved but the
problem cannot be solved completely.

3 Mobility Control in the Local Relative Co-
ordinate System

In this section, we rewrite the 1-hop neighborhood based
control scheme in [5] in the local relative coordinate system



Algorithm 2 (M C1): 1-hop neighborhood based mobility
control at relay node w,, subjectto M DPR.

1. Set L,,(u;) = (0,0) and build the local coordinate
system.

2. Apply the procedure in [3] to obtain {L,,(v) | v €
N(u;)} in the local coordinate system, which only
needs one round information exchange.

3. Get Lu1 (ui,l) and Lu1 (ui+1).
Lo (wi—1)+Lo; (wiy1)
3 .

Ly, (ui) =

4. 1f| L, (u;) — (0,0) |[> MDPR, moveto L, (u).

and solve its oscillation problem by introducing the con-
straint of M D P R on mobility of each node. Then, to move
the nodes closer to their optimal positions and more quickly,
a control scheme based on 2-hop neighborhood is presented.
To reduce the extra overhead in synchronization, the use of
inconsistent view of neighborhood is introduced in this con-
trol scheme.

3.1 1-hop neighborhood based control

At each relay node u;, the location of neighbors u;_1
and u;41 in the relative coordinate system of w;, L, (u;—1)
and L., (u;+1), can be determined in the positioning algo-
rithm in [3] in only one round of information exchange.
Such an algorithm does not rely on GPS (Global Position-
ing System) and only uses the distances between the nodes
to build the relative coordinate system in which the nodes’
positions are computed. Then, we can apply the averaging
algorithm in [5] to estimate the target location of u;, i.e.,
L, (u;) = L“i(”i’l);L“i(”i“). Without damping, node
u; Will reach the new position in our scheme before the
next round starts. As we discussed in Section 2, caused
by the round-off error, the relay nodes may oscillate be-
tween two consecutive positions but within a small range.
To prevent the node from falling into unstoppable move-
ment and wasting energy on such oscillation, the oscillation
range is set as the threshold called Minimum Moving Dis-
tance per Round, M DPR. A relay node will move only
if the distance from the current position to the target posi-
tion is larger than this M DPR. This is sufficient to avoid
oscillation while keeping the nodes close to their optimal
positions. The oscillation range relies on the difference be-
tween the calculated approximation of a number and its ex-
act mathematical value. According to the table in [2], it can
be set as 0.0001 (> 2 % 0.00003 to cover all cases). The de-
tailed process can be seen in Algorithm 2, which is denoted
as MC1.

- moving direction
— communication link
[ J current location
L new location

Figure 1. lllustration of the averaging algo-
rithm using 2-hop neighborhood.

After applying M C'1, the relay nodes may not locate ex-
actly at their optimal positions due to the use of M DPR.
However, we will show in the simulation results in the next
section that such a gap is very small and can be ignored.
Actually, the existence of such a gap can be accepted as
the tradeoff cost for achieving a stable path quickly. It is
noted that a relay node in M C'1 will move exactly like the
one in MCD when g = 1. When the M DPR blocks its
movement, the other nodes will move like those in M CD
in an asynchronous round based system. Due to the use
of M DPR, the nodes in MC1 will stop to move before
they reach the final converging stage in M C'D; that is, each
node will reach its stable status earlier. Thus, the properties
of M CD discussed in [5], such as the connection of all the
relay nodes, still hold in M C1.

3.2 2-hop neighborhood based control

By using 2-hop neighborhood, the above averaging pro-
cess can converge faster. It is noted that the collection of
such information requires the extra overhead of synchro-
nization. In a more efficient way, each node applies the po-
sitioning algorithm only once at the beginning of network
construction and then uses only one round of information
exchange at each round to update the position record reac-
tively when the movement occurs. When two neighboring
relay nodes share not only their updated locations but also
the recorded locations of all their neighbors, a relay node
can collect the location information of all its 2-hop neigh-
bors from the corresponding 1-hop neighbors. In this way, a
significant amount of positioning computation and commu-
nication for neighborhood collection can be saved while the
2-hop neighborhood based averaging algorithm can still be
applied. It is noted that the 2-hop neighborhood collected
at that 1-hop neighbor in the previous round may not repre-
sent the exact position in the current round. Thus, the 2-hop
neighborhood collected in this way is inconsistent. How-
ever, as we show in simulation results in the next section,
the averaging algorithm using such inconsistent information
can still have better performance than M C1. The detailed
process is shown in Algorithm 3, which is denoted as M C2.

In M C2, the update of location of a 1-hop neighbor node



Algorithm 3 (M C?2): Inconsistent 2-hop neighborhood based mobility control at a relay node u;, subject to M DPR.

1.
2.

Send L., (wi—1), Lu, (uiy1), and the position change of node u; in the previous round L, (u;) to both w; 1 and w; 1.

Receive information from w; 1 and wu;,; and update their records at w;: L., (u;—1) = Ly, (u;—1) + L), (u;—1) and

Lui (ui+1) = Lui (ui+1) + LLi+1(ui+1).

3. Determine the 2-hop neighborhood if any: L., (ui—2) = Lu,_, (wi—2) + Ly, (ui—1) and Ly, (wi12) = L, , (4iy2) +

i

Ly, (wiy1).

4. L), (w;) = L’“’?(“H);L“i(““”. Otherwise, only 1-hop neighborhood is available and L/, (u;) =

i

Loy (wi—1)+ Lo, (wiyr1)
) .

5. If| L, (u;) — (0,0) |> MDPR, move to L;, (u;) and save the position change for updates at neighbors in the next

round.

6. Rebuild the relative coordinate system of u; and update each position record according to the new position of origin

point.
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Figure 2. lllustration of information collection
in MC2. (a) Information at u;_; before the in-
formation exchange. (b) Neighborhood col-
lected at u; after information exchange.

is triggered by receiving the corresponding position change
in the previous round. For a node u and its 1-hop neighbor
v, when v moves from (0,0) to L/ (v) in its local system,
the new position in the relative coordinate system of u can
be described as L, (v) = L, (v)+ L (v) (see u; and u;—1 in
Figure 2). At node u, after this update for v, the location of
another 1-hop relay neighbor of v, i.e., the 2-hop neighbor
of u, say node w, can be determined by this L, (v) and its
location at neighbor v, which has been updated after the
movement of v in the previous round (see w;_2, u;_1, and
u; in Figure 2). Therefore, we have L,(w) = L,(w) +
L, (v). Itis noted that the update only occurs at relay nodes
because only they can move.

In M C?2, the location of 1-hop neighbors can be col-
lected precisely. However, the collection of 2-hop neigh-
borhood is lagging by one round in M C2. Thus, the av-
eraging process in M C2 will converge in an asynchronous
way. Figure 3 shows a sample of the convergence in a 6-
hop data flow in M C2. The relay nodes in M C2 were not
used in any data flow before, did not move in the previous
round, and have the consistent location information at its 2-
hop neighbors in the first round (see in Figure 3 (c)). After
that, each relay node will move vacillatingly to approach its
optimal position (see in Figure 3 (g)).

4 Simulation

In this section, we verify the improvement of our new
schemes on speed and cost of converging from a simu-
lator. In a synchronous round based system, the speed
of achieving stabilization is measured by the number of
rounds needed for convergence. The cost of mobility con-
trol schemes primarily comes from the energy consumed
in node movement which is determined by the distance a
node moves. The simulation is conducted to test the number
of rounds needed and the total distance the nodes move in
flows with different length from 4-hops to 14-hops in M C'1
and M C2. The transmission range of each relay node even-
tually achieved in different schemes is also tested to mea-
sure the ability of each scheme to achieve optimal configu-
ration. The radius of communication range is set to be 10
meters for each node [7]. All the nodes are deployed ran-
domly. After the deployment, we randomly pick the source
node s. From s, for each node selected, we randomly pick
its succeeding node (along the path) from its neighbors. In
this way, the worst case in each routing protocol can be gen-
erated and tested in our simulator. Then, we apply MC1
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Figure 3. (a) Information collection at node v in round i. (b) Unchanged location in rounds i. (c)
Round 1 in MC2. (d) Round 2 in MC2. (e) Round 7 in MC2.
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and M C2 on those flows and compare the results in the fol-
lowing figures. It is noted that a flow with 4-hops is the
least case in which we can apply M C?2 and we will proba-
bly never see any flow longer than 14-hops in an application
system with a 10-meter communication range.

We make the following observations from the compari-
son shown in these figures.

1. With 2-hop neighborhood, even with inconsistent in-
formation, each node in M C2 needs fewer rounds to
become stable (seen in Figure 4 (a) and (b)) and makes
more accurate movement (seen in Figure 4 (c) and (d))
than the one does in M C1.

2. The simulation results show that M C1 and MC?2
can move the relay nodes close to optimal positions;
that is, the relative errors are all less than 0.00025
when M DPR = 0.0001, although the M DPR pre-
vents them from reaching their expected target po-
sitions. With more accurate information, M C2 can
move nodes closer to optimal positions than MC'1
does (see in Figure 4 () and (f)).

3. MCD presented in [5] has oscillation in more than
70% of flows. Both MC1 and M C2 are proved to
converge within a certain number of rounds in simula-
tion. They are oscillation-free and can perform better
than MCD. MC1 is extended directly from M CD
by introducing the constraint of M D PR. The conver-
gence of M C1 and its performance shown in Figure 4
prove the effectiveness of this M D PR.

5 Conclusion

In this paper, we introduce the M DPR in the imple-
mentation of averaging algorithm so that oscillation caused
by round-off error can be avoided. New mobility controls
using 2-hop neighborhood, inconsistent with the exact po-
sition, are proposed. The process to collect and distribute
each kind of location information is also presented. In each
control scheme, the connection of relay nodes is guaran-
teed. A simulation is developed to test the performance and
the cost of each control scheme and prove the improvement
of our schemes on achieving optimal configuration in a data
flow. In our future work, we will apply our results to cre-
ate a new routing process so that when the nodes move and
form dynamic networks, not only can the connected path
be constructed but also the data can be transmitted in an
energy efficient way. Also, the mobility control will be ex-
tended for multiple flows as the connectivity constraints are
considered in M C1 and M C2.
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