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Abstract—Delay tolerant networks (DTNs) are a special type 259

of wireless mobile networks which may lack continuous network !
connectivity. Multicast supports the distribution of data to a v
group of users, a service needed for many potential DTNs
applications. While multicasting in the Internet and mobile ad [

hoc networks has been studied extensively, due to the unique st et
characteristic of frequent partitioning in DTNs, multicasting in @3 )
DTNs is a considerably different and challenging problem. It not é [
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only requires new destinations of multicast semantics, but also :
2.,3,..) 2,3, ...

brings new issues to the design of routing algorithms. In this

paper, we propose new forwarding models for DTNs multicast

and develop several multicast forwarding algorithms. We use

delegation forwarding (DF) in DTNs multicast and compare it .

with single and multiple copy multicast models, which are also @) (b)

proposed in this paper. From the analytical results, we have the ) ) ) )

following conclusions: (1) Although the single copy model has Fig- 1. Multicast tree: (a) single copy; (b) multiple copy adlegation

the smallest number of forwardings, its latency is much longer forwarding.

than the other two models. (2) Among these three models, the

delegation forwarding model has the least delay. The effectivess

of our approach is verified through extensive simulation both in In this paper, we focus on improving the performance of

synthetic and real traces. ~ multicast in DTNs by developing three multicast forwarding
Index Terms—Delay tolerant networks (DTNs), delegation o qqithms: (1)single copy multicaswhich has only one copy

forwarding (DF), forwarding algorithms, message replication, L .

multicast. for all destinations. The message holder will only forward t

copy to a node whose quality is higher considering all desti-

. INTRODUCTION nations; (2)multiple copy multicastwhich has one copy for

With the advancement in technology, the communication déach destination. The message holder for each destination ¢
vices with wireless interfaces become more and more univége different. The message holder for a particular destinati
sal. Recently, delay tolerant networks (DTNs) [1] techgids will forward the copy to an encountered node which has a
have been proposed to allow nodes in such extreme networkitgher quality, with respect to the destination; (8legation
environments to communicate with one another. There is ffwarding multicastthe message holder for each destination
end-to-end path between some or all of the nodes in DTNill replicate the copy (for that destination) and forwatdd
These networks have a variety of applications in situatio@§ €ncountered node that has a higher quality than all prsvio
that include crisis environments, such as emergency respofRodes seen so far, with respect to that particular destimati
and military battlefields, vehicular communication, desace Our proposed multicast schemes are based on the dynamic
communication, and non-interactive Internet access iml rufnulticast trees, as shown in Fig. 1. In Fig. 1(a), we can see
areas. that in the single copy model, there is only one tree branch.

Several DTNs unicast routing schemes have been propodednultiple copy and delegation forwarding models, there ar
121, [3], [4], [5], [6], [7]. However, having an efficient de- multiple copies of the message in the network, hence, there
livery service for multicast traffic is equally important.eW are multiple tree branches to seek the destination nodes in
cannot directly apply the multicast approaches proposed fdg. 1(b).
the Internet or well-connected mobile ad hoc networks to The major contributions of our work are as follows:
DTNs environments because of the sparse connectivity amond.) We present three multicast models in DTNSs: single copy,
nodes in DTNs. Our scheme is different from the previous  multiple copy, and delegation forwarding.
approaches as we do not rely on global information. That is,2) Then, we formally analyze these three models in terms
forwarding decisions are made using local information only  of the number of forwardings and latency. We use these
when nodes encounter. three methods as forwarding algorithms in synthetic and
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Fig. 2. Single copy multicast in DTNs. ‘
real trace simulations. Fig. 3. Multiple copy multicast in DTNSs.

3) The analytical and simulation results show that our all
three multicast forwarding algorithms in DTNs can re-
duce the number of forwardings compared with flooding. I1l. M ULTICAST FORWARDING ALGORITHMS
The single copy model has the fewest number of for- In this section, we will introduce three forwarding algo-
wardings. Latency comparison indicates that delegatieithms designed for DTNs multicast. First, we assume there
forwarding has the least amount of latency. are N nodes andD destinations in delay tolerant networks.

The rest of this paper is organized as follows: Sectiofhen nodes come into contact, they are capable of exchanging

Il discusses preliminary work: delegation forwarding algomnessages.

.rithm. Sectioq 1l presents.an overvi(_aw of our algorithmg Single copy multicast

implemented in DTNs multicast. Section IV analyzes these
algorithms. Section V focuses on the evaluation. Section VI
reviews the related work. We summarize the work in Secti&g
VII.

The main idea of the single copy multicast model is that
e source node will multicast a single copy/fodestinations.
uality valuez;, denotes the frequency nodewhich meets
with destinationa, (e« € {1,2,...,D}). When nodei meets
Il. PRELIMINARY WORK with nodej, if for all destinationsz;, > z;,, then the copy
ill be forwarded from node to nodej. Otherwise, unless
odej is a destination, nodewill not forward the message to
of its simplicity and impressive performance. Its main idea nodej. This means the message holde_r will just forvyaro_l the
. litv and a level value to each .node We will ucopy to a node which has a h|gher_ quallty for all _destlnafuons
to assign a quality . o ' -1g. 2(a) shows the forwarding decision rule for this altori.
the frequency of a node meeting the destinations as thetyuali We also apply a weak strategy in our simulation. We call it

value _of a node in this paper. Inltlally,_the level value otlea single copy (sum)When nodei meets node, they compare
node is equal to its quality value. During the routing praeges D

a message holder only forwards the message to a node Wt sum of the quality value for all destinations. ¥f x;, >
a higher quality than its own level. In addition, the message, o=l
holder also raises its own level to the quality of the highep_ z;,, node: will forward the copy to nodej. When the

. . . —
quality node. This means a node will forward a message oy is forwarded to one of the destinations, this destmati
if it encounters another node whose quality value is greatgjj ‘ne deleted from the destination set. Fig. 2(b) gives the

than any node met by the message so far. simple forwarding algorithm, as we mentioned above.
In DF, with the increase of its level, a message holder’s

forwarding chance is expected to be decreased, which meBasMultiple copy multicast
the number of copies duplicated for a message and its totalAlthough single copy multicast has a smaller number of
number of forwardings are expected to be decreased. Thigswardings, it has a much longer delay. We believe that
using DF can reduce the network cost. From analysis in [7], ve@other algorithm based on the multiple copy multicast will
see that in anV-node network, delegation forwarding has ameduce the latency. Compared with the single copy model,
expected cost of(v/N) when compared with a naive schemehere areD copies (same as the destinations number) in the
of forwarding to any higher quality node having an expectesburce node in the multiple copy multicast model. The main
cost of O(N). idea is, after meeting with nodg which has higher quality
Because DF’s performance is capable of reducing the cast, for destinatiorz, node: will forward a copy to nodg and
in DTNs, in this paper we will extend it into DTNs multicastask’ node; to forward this copy to destinatian If nodej is a
research to analyze two metriog:) the number of forward- destination, nodé will forward a copy to this destination node
ings the number of forwardings for a whole multicast processvithout hesitation. The destination node can also be a relay
This can be considered as the cost for the multicast pro@®ss;for other destinations. This forwarding algorithm is shoiwn
latency the average duration between a message’s generatiog. 3. As shown in Fig. 3, copy is forwarded from node
and the arrival time at the last destination. “High perfoncel i to nodej, because nodg¢ has a higher probability to meet
means fewer number of forwardings and smaller latency. with destinationa (z;, > ;).

Recently, an approach called delegation forwarding (DF) [
caught significant attention in the research community beea



/Copy™ Algorithm 1 Delegation Forwarding
e\ b ) 1: There areN nodes in the network.
: There areD destinations need to be multicast.
: Noden has qualityx,, and levelr,, for destinationd.
- INITIALIZE Vn,d : Thg + Tng.
: On contact between node which is the message holder
a for destinationa and nodej:
6: if Tja > Tia then
Fig. 4. Delegation forwarding multicast in DTNSs. 7 Tia < Tja
if node;j does not have the message for destination
then
C. Delegation forwarding multicast 9: replicate a message to nogle
10:  end if
11: else
if nodej is the destinatior then
replicate a message to nogle
end if
end if
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For any node, the forwarding problem is a simple question:
“upon contact with nodg, should node forward the message
to node;j?” For many algorithms, the answer to the forwardin
question is “forward the message if nogle quality is higher
than nodei.” However, the cost of this approach can still
be quite high. To reduce the cost, we seek to forward tHe"
message only to the highest quality nodes that have prdyious
met. Conceptually, we would Ii_ke to forward less, apd giv Number of forwardings
the message to the nodes which are the best candidates for . ) ) )
eventual delivery to the destinations. Thus, the forwaydin " the following, we will consider a single message and

question becomes “is nodeamong the very highest qua"tycalculate how many times it is forwarded before reaching all
nodes?” destinations. We will first offer the results of the delegati

The delegation forwarding multicast algorithm’s main idetdorwardlng multlca_st model. T_he results of the other two
odels can be derived from this model.

is t i li I hich is stati d a level gald" . . . .
s to assign a quality value (which is static) and a level g2 1) Number of forwardings with the delegation forwarding

(which is dynamic) for each node to each destination. lihtia . ) . . L
the level valuer;, for destinationz of each node is equal to its rnul7t|ca_t|_st molfelt.r;rhe cost OfIfDF ;n. DLN un!ca;stdls given f
quality valuex;, for destinatioru. During the routing process, in [7]. To make the paper sel-contained, we include some o

a message holdercompares the quality ;. of the nodej it the ideas and proof methods in [7]. For any nodeaintaining

meets with its level value,. It only forwards the messagea quality metric for destinatiom: x;, (which lies between
to a node with a higher quality value than its own level valu(eovtl]) andtr? level Vat|U|6’m,I W?jéo'?ﬁs on(;hetr?a;pia = ]-_t'riath
and ‘asks’ this node to help forward the message to desnimatpe ween the current fevel and The node that generates he
a. This approach does not need global knowledge. Each ndg&ssage has a level value '”'_“"?".'y equal to its quality ealu
decides whether it should or should not forward the messay® Tia = ia- We denote the initial gap, =1 — zia.

by itself. This is suitable for a distributed environmenicls Theorem 1: Given the level value;,, the expected number
as DTNs. In addition, the message holder also raises its owinforwardings in the delegation forwarding multicast mode

level to the higher quality. If nodg is one of the destinations, is

nodes will forward a message to it and also use the strategy E[Fieiegation) S 1\/ﬁ+ 1D VN,
to determine whether nodgis a good relay to forward the ) 2 3 )
message. where N is the number of nodes, anB is the number of

The DF algorithm is shown in Fig. 4 and Algorithm 1. Théiestinatiohs. ) .
main difference from the previous two models is, in DF, the Proof., Suppose a nqde updates its gap va;luemes._
message will be replicated and after the forwarding procegye n_odes current gap s d_enoted as the rand(_)m variable
initial message holderand its relay node will both have the Cn- Since nodes meet according to rates that are independent
copy of the message, therefore, there will be multiple nades®’ node quality, the node is equally likely to meet a node

seek the destinations. This means DF can reduce the cost Wﬁ{ihany particular quality value. The next update of the gap

delay dramatically. The analysis and simulation resulfgpsut ot the nodgs then occurs as soon as it meets a nqde with a
our expectations higher quality value thair,,, and all values above this level

are equally likely.
Hence, we can write

In this section, we offer mathematical models according to Gn1=Gn U, @
our algorithms proposed in previous sections. We compare thhere U is independent of7,, and follows a uniform distri-
number of forwardings and latency of these three multicastation on (0, 1]. According to [7], in our multicast scheme,
models. we can find:

IV. ANALYSIS



2) Number of forwardings with the single copy multicast
model: In this part, we analyze the two single copy multicast

D
o 3 Ga models:single copyand single copy (sum)
E[Gni1|Gn] = Tn, hence,E [G,,] = a:21n . Theorem 2: In the single copy model, the expected number

of forwardings is:
Moreover, from Eq. (1), we see that, approximately
E[Fsingle] 5 D - lOgDNa

D
follows a lognormal distribution, with mediay_ g.)/e™. )
o a=1 Proof: In the single copy (all) model, we need to compare
Hence, the distribution is highly skewed with most of they ot the destinations. When all of the quality values are

probability massDbeIow the mean. So with a large probabilitpérger than the current one, we will forward the copy. Thus,
we haveG,, < (Y ga)/2". the probability of forwarding is equal t%, where D is the

number of destinations.

. a:1 - . .
As in [7], the replication process can be described by aThus. in the single copy (all) model, the expectatiorGof
dynamic binary treel’, which contains all the nodes thatbecoméS' '

have a copy of the message. We define the Bgt =

T >1— jaﬁ‘} a € {1,2,...,D}, which we call the D g
target seI' We will also identify a subtree of 'the trég in ElG] = =
which children are excluded for nodes having a threshold " D’
abovel — 9—uN. All nodes in the subtree have a gap less thaghere D is the number of destinations.
. This subtree is called thiarget-stopped tree Using the same methods, we obtain the number of forward-
According to [7], the essential observation is the follogrin ings:

if n is close tdlog (\/N) , then except for a small probability,

D
a node at generationin the tree has a gap of at magt/2" < Faingte Slognp(N - 3" ga),
ga/V/'N. Hence, we can safely assume that the target-stopped a=1
tree has a depth of at most Note that the total number hence,
of nodes appearing at generatiohd,...,n — 1 is at most E[Fgingie] S D -logpN. ()
2" = /N.

|
In [7], Erramilli et al. offer the number of forwardings in

the delegation forwarding unicast model. Hence, in delegat  Theorem 3: In the single copy (sum) model, the expected
forwarding multicast model oD destinations, the total size"umber of forwarding times is the same as the delegation

of this tree is at most: forwarding multicast model:
1 1
D D E[Fsingle(sum)}dg ,S 5\/N + gD . \/N
Cdelegationg\/ﬁ+| Z Ba| :(1+ Zga)\/ﬁ
a=1 a=1

Then, we obtain the total number of forwardings:

Proof: In the single copy (sum) model, when nodmeets
node j, the probability of thesum value on nodei, which
is larger than nodg, is equal to 0.5. Thus, it is the same

. 5 situation of delegation forwarding. Hence, the probapitf
Fuclegation < 5(1 + / S ga) - \/N, the forwarding decisions is also 0.5.
a=1
! 1 1
D D E[Fsingle(sum)] = Fdelegationdg S iﬁ + gD . \/N
Since, we knowy [ >~ g4 < > \/Ga- 0 @)
a=1 a=1
Hence, |
3) Number of forwardings with the multiple copy multicast
L | b Dol 2 model: In this part, we will discuss the multiple copy multicast
/0 21 Jadga < Z/O V9adga = gD' model.
a= a=1
Theorem 4: In the multiple copy model, the expected num-
Therefore, ber of forwardings is:
1 [ E[Fmutipie) < D - logaN.
1 D multiple| ~5 g2
EFeeaion = —(I+ a'\/ﬁda 2 . -
[Ftctegation] /0 2( aglg ) 9a (2) Proof: Since the probability for the node to forward the

copy is £, according to Eq. 3, we have:
2

N

1 1
—-VN+-D-VN.
2 3 D

™ qultiple S ZOQQ(N : E ga)7

a=1
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‘ . Single copy (sum) (a) i
E [F mumpze] < D -logaN. (5) 1400 H Moltple cony & s--synthetic 4
i —W— Delegation (a)

| 2y 1200 H 4 Fiooding (@) 7
4) Number of forwardings using floodindn this part, we £ 1000 1 ”'”zf“g:e°°°yf> o ]
. . . . . = ingle copy (sum) (s,
will discuss the number of forwardings using flooding. g - Multiple copy (5)
i i . 9 800 H ~~W -~ Delegation (s) -1
Theorem 5: When using flooding routing protocol, the ex-  « - Flooding (s)
pected number of forwardings is: 5 000K T
8 I
D-N g 400 | 4
E[Fflooding} ~ T z 200 _ P ]

Proof: From [7], we know that the number of forwardings
of non-delegation forwarding in the unicast method is:

Destination number

Cnofdelegation (g) = gN7

. . . Fig. 5. Comparison of the analytical results and the synthratidel results.
whereg is the initial gap value and is the number of nodes.

Thus, in the multicast forwarding, we have:

D 2) In the multiple copy model, the probability of meeting
Fflooding = N = Y7 Gas with a higher quality node isk
a=1
D .
hence, DN Tonuttiple =t Y, 2 =2t - N - (2P —1). 9
E[Fflooding} ~ 72 . (6) i=1

3) In the delegation forwarding model, we need to calculate

. the maximum height of the target-stopped tree, as mentioned
We find that our methods all have a smaller number of ¢ g ppD

forwardings compared with flooding. in Section IV(A). There are: = log2(N - 3. ga) generations
. a=1
We use the synthetic trace to compare the number f finish multicasting the copies to all destinations.
forwardings of these methods. We will also compare these|n the worst casey, = 1, (a € {1,2, ..., D}, then
with our analysis results.
In the synthetic mobility model, we set up a 100-node _, legDN
environment. There are 67,226 contacts in 100,000 time.slot Taetegation =t El 20=2t- (DN —1).  (10)
From Fig. 5, using the equations we obtained from analyzing
the number of forwardings for these three algorithms, we ﬁq:sjwe can clearly see thalcicoation < Tmuttiple < Tingle:
o elegation forwarding has the best performance in DTNs
that our model produces a significantly decreased number .
. . . . multicast latency.
of forwardings compared with flooding. The normal single
copy model has the fewest number of forwardings, while the V. SIMULATION
multiple copy model has the largest cost in these three rmodel
Delegation forwarding reduces the cost gap between thdesin%
copy model and the multiple copy model. Simulation resul‘

also meet the analytical results.

In the previous sections, we analyzed the single copy,
ultiple copy, and delegation forwarding multicast algfors
R DTNs multicast, and have shown that they can dramatically
reduce the number of forwardings. In this section, we evalua
B. Latency the performance of the multicast routing algorithms préseén

in this paper. We use the Intel and Cambridge traces [8] in our

We assume the contact time between one node to its Ngxl jation. These data sets consist of contact traces batwe
relay ist. The total time for multicast in these three mOdel§hort-range Bluetooth enabled devices carried by indalilu

IS: The following metrics are calculated in our simulation. Eac
D simulation is repeated 1,000 times.
T=>C;t, @) 1. Average costthe average number of forwardings for all
i=1 destinations to receive the message.
whereC; denotes the contact times between two destinations2. Actual delay the average latency for all the delivered
d;_1 andd;. destinations to receive the message.

1) In the single copy model, the probability of meeting with . . .
a higher quality node iy~ A. Simulation methods and setting

1) Synthetic traceln synthetic mobility models, we set up

D D(DP—1 20-node and 100-node environments. There are 9,501 centact
Tyingte =t- S Di =t. N . 2L7=1) @’ _ _
e i=1 b=1 in 10,000 time slots in the 20-node trace, and there are 67,22
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(b) Number of forwardings in 100-node trace (b) Latency in 100-node trace
Fig. 6. Comparison of the number of forwardings in synthetces. Fig. 7. Comparison of latency in synthetic traces.

contacts in 100,000 time slots in the 100-node trace. Wloose different nodes as the destinations. The destmnatio
will compare these three models in terms of the number ntimbers are fron2 to 11. We will also compare the number
forwardings and latency. of forwardings and latency as in the Intel trace.

2) Intel trace: This trace includes Bluetooth sightings by
groups of users carrying small devices (iMotes) for six days Results
in the Intel Research Cambridge Corporate Laboratory. &her First, we compared the performance of these forwarding
is 1 stationary node®8 nodes which are corresponding tcalgorithms in the synthetic traces, as shown in Figs. 6 and 7.
mobile iMotes, and118 nodes corresponding to externaln both the 20-node trace and the 100-node trace, we can
devices. There ar@,766 contacts between these nodes. Isee that the single copy model with strong strategy has the
our simulation, we randomly set one of these 9 nodes as fieevest number of forwardings. The delegation forwarding ha
source, and choose other different nodes as the destirati@n similar number of forwardings as the single copy (sum)
The destination numbers are fronto 8. We will compare model, and both better than the multiple copy model. From
these three models in terms of the number of forwardings aR@y. 6(a), we can see that the single copy model has 50%
latency. fewer number of forwardings than the delegation forwarding

3) Cambridge trace:This trace includes Bluetooth sight-model. Delegation forwarding has about 30% fewer number
ings by groups of users carrying small devices (iMotes) faf forwardings compared with the multiple copy model. In
six days in the Computer Lab at the University of Canthe 100-node trace, the results are similar. At the same, time
bridge. 12 nodes are corresponding to iMotes, whité1 delegation forwarding has much shorter latency than other
nodes correspond to external devices. In total, dalyMotes models, while the single copy model has the longest latency
could be used to produce this trace. Others were sufferiagiong these protocols, in Fig. 7.
from hardware resets. There d €732 contacts between these Then, we compared the number of forwardings among
nodes. In our simulation, we sét node as the source andthese three forwarding algorithms in real traces, as shown
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Fig. 8. Comparison of the number of forwardings in real traces. Fig. 9. Comparison of latency in real traces.

in Fig. 8. We can see that the single copy model using theces.
strong strategy has the fewest number of forwardings. The
delegation forwarding has a smaller number of forwardings
than the multiple copy model in both Intel and Cambridge, sSummary of simulation
traces. In the Intel trace in Fig. 8(a), it needs abbattimes
the number of forwardings to arrive at a destination using We first use these three forwarding methods in DTNs
the strong strategy single copy model while the weak styategulticast. Simulation results confirmed that they haverthei
needs1.48 times. The multiple copy model and delegatiomwn benefit used as the forwarding algorithm in DTNs
forwarding model need.9 and1.4 times, respectively. In the multicast. We know that the single copy model has the
Cambridge trace, the number of forwardings per destinationjongest latency and fewest number of forwardings, both in
the strong strategy and weak strategy single copy mode2is the simulation and analytical results. The multiple copydeio
and 1.3, respectively. Also, they are9 and 1.5 times for the reduces the latency from the single copy model, becaussit ha
multiple copy and delegation forwarding models, respediv more of a chance to meet with other higher priority nodes.
as shown in Fig. 8(b). These results are the same as what@&egation forwarding uses many branches to forward the
analyzed in Section IV. copies, so it has the shortest latency among these models,
The results of the latency comparison are shown in Fig. @hich has been proven by analytical results and simulaten r
Delegation forwarding has the least amount of latency, hisults. Although the delegation forwarding model has a 8ijgh
has a48% time reduction over the single copy model with théncreased number of forwardings than the single copy model,
strong strategy. The single copy model has the longestdgterit reduces the cost from the multiple copy model significantl
among these algorithms. The delegation forwarding model hBhese forwarding algorithms are all better than flooding mvhe
the least amount of latency, both in the Intel and Cambridgemparing the number of forwardings.



V1. RELATED WORK forwarding algorithms in DTNs multicast. Then, we analyzed

Many multicast protocols have been proposed to addrdg§se three models mathematically. We finally turn to stuglyi
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