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Abstract Delay tolerant networks (DTNs) are a kind of sparse and highly mobile wireless networks, where no stable

connectivity guarantee can be assumed. Most DTN users have several point of interests (PoIs), and they enjoy disseminating

messages to the other users of the same PoI through WiFi. In DTNs, some time-sensitive messages (disaster warnings, and

search notices, etc.) need to be rapidly propagated among specific users or areas. Therefore, finding a path from the source

to the destination with the shortest delay is the key problem. Taking the dissemination cost into consideration, we propose

an efficient message dissemination strategy for minimizing delivery delay (MDMD) in DTNs, which first defines the user’s

activeness according to the transiting habit among different PoIs. Furthermore, depending on the activeness, an optimal

user in each PoI is selected to constitute the path with the shortest delay. Finally, the MDMD with inactive state (on the

way between PoIs) is further proposed to enhance the applicability. Simulation results show that, compared with other

dissemination strategies, MDMD achieves the lowest average delay, and lower average hopcounts, on the premise that the

delivery ratio is guaranteed to be 100% by the sufficient simulation time.

Keywords Delay Tolerant Network (DTN), point of interest (PoI), dissemination strategy, minimizing delay.

1 Introduction

Delay-tolerant networks (DTNs) [1, 2], are a kind

of challenged networks in which end-to-end transmis-

sion latency may be arbitrarily long because the lack of

stable connections. An available connected source-to-

destination path may not exist. DTNs have been pro-

posed to be used in interplanetary networks [3], disaster

response networks [4], rural areas [5], wildlife tracking

[6], and pocket-switched networks [7, 8]. The users in

DTNs exchange their messages when they encounter

each other. Successful delivery occurs only when one

or more infected users encounter the destination.

Recently, the topology of mobile network is re-

garded as a connected graph, through which the end-

to-end paths can be found. However, DTNs are occa-

sionally connected and end-to-end paths are commonly

unstable because of the mobility of nodes and instabil-

ity of links. A bundle layer including the store-carry-

forward paradigm [9] and the custody-transfer thought

was proposed to solve the above problems. It requires

the node to carry a bundle and forward it to a reliable

hop until the time-to-live (TTL) of the bundle expires.

With this in mind, choosing the suitable nodes to for-

ward messages is the key point in DTNs.

In this paper, we consider that time-sensitive mes-

sages need to be disseminated in DTNs. For instance, a
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disaster warning message is bound to be disseminated

to the users around disaster areas with the minimal de-

lay. And a search notice must be quickly delivered to

a specific area. Additionally, it is worth noticing that

there are many paths from the source to the destination.

Obviously, we can shorten the delivery delay through

increasing message copies. However, it is not the focus

of this paper. In light of the cost of dissemination, we

prefer to find a path from the source to the destination

with the shortest delay. Therefore, an efficient message

dissemination scheme for minimizing delivery delay in

DTNs is greatly needed.

User A

User B

Fig. 1. Example of mapping the user’s moving in physical

world into the transition in grids.

In general, each DTN user has multiple interested

areas (PoIs). However, each user can only be in one

PoI at any given moment. As demonstrated in Fig. 1,

we map the PoIs into several grids, each grid represents

a PoI with the same color, and each circle represents a

user, which can disseminate the message to any user in

the same grid. Through the short-distance communi-

cation protocol (WiFi), the users in the same PoI can

form a connection with each other, whlie they can not

establish a connection when they are in different grids.

If user A attempts to disseminate a message to a spe-

cific PoI or user, he/she would like to choose an opti-

mal user to help him forward the message as soon as

possible. Therefore, it is not difficult to find that the

transition habit among different PoIs plays an impor-

tant role in terms of minimizing delay. The active user

who transits frequently is bound to assist in dissemi-

nating messages, while the fallow user which stays in a

PoI for a long time can not improve the dissemination

performance.

In order to minimize dissemination delay, the prob-

lem changes into deciding an optimal user whose ac-

tiveness is the highest. In this paper, we propose an

efficient message dissemination strategy for minimizing

delivery delay in DTNs, which first defines a user’s ac-

tiveness according to the transiting habit among differ-

ent PoIs. Shorter residence time leads to more frequent

transiting among PoIs, which indicates that the user

has higher activeness. Similarly, longer residence time

results in more sparse transiting, which means that the

user has lower activeness. Subsequently, an efficient

message dissemination strategy for minimizing delivery

delay (MDMD) is decided on the basis of a user’s ac-

tiveness in order to minimize the dissemination delay.

Furthermore, the MDMD with inactive state (moving

between PoIs) is also proposed to enhance the applica-

bility.

In the analysis, when the user’s activeness is time-

constant, the activeness has no relationship with time.

In other words, whenever a specific user enters a PoI,

he/she will stay there for the same expected time, and

then move to another PoI. In that case, MDMD ac-

tually achieves minimal delay. However, if the ac-

tiveness is time-varying, which means that the active-

ness is a function of time, a specific user’s expected

residence time in a PoI changes with time. In that

case, MDMD is no longer available. In other words,

each DTN user has both the instantaneous activeness,

which reflects the current transiting frequency, and the

long-term average activeness, which indicates the long-

standing average transiting frequency. We argue that

simply utilizing the instantaneous or long-term aver-

age activeness to determine the optimal user can not

obtain the minimal delay performance. In this paper,

in order to overcome the aforementioned problem, we

choose the user who has the minimal expectation time

to meet any user of another PoI to disseminate the mes-

sage. Through this strategy, instantaneous activeness

and long-term average activeness are both considered

to make the dissemination decision. Furthermore, an

efficient message dissemination strategy for minimizing

delivery delay is proposed. However, MDMD without

considering the user’s inactive state (moving between

PoIs) can be further improved. Hence, we enhance the

MDMD by adding the inactive state to further enhance

the applicability. Simulation results show that, com-

pared with other dissemination strategies, the enhanced

MDMD achieves the lowest average delay, and lower av-
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erage hopcounts compared with the other strategies, on

the premise that the delivery ratio is guaranteed to be

100%.

The main contributions of this paper are briefly

summarized as follows:

• We define the user’s activeness in DTNs accord-

ing to the transiting habit among different PoIs,

with a higher transiting frequency meaning higher

activeness, and vice versa.

• According to the user’s activeness, an efficient

message dissemination scheme for minimizing de-

livery delay (MDMD) is proposed in DTNs. The

situation in which the user’s activeness is time-

varying is also considered to further improve

the proposed scheme. We further enhance the

MDMD by considering the inactive state (mov-

ing between PoIs).

• We conduct extensive simulations based on the

synthetic user’s activeness. The results show

that, compared with other dissemination strate-

gies, MDMD achieves the lowest average delay,

and lower average hopcounts compared with the

other strategies.

The remainder of the paper is organized as follows.

We review the related work in Section 2. The efficient

message dissemination strategy for minimizing deliv-

ery delay in DTNs (MDMD) is presented in Section 3.

The enhanced MDMD by considering inactive state is

discussed in Section 4. In Section 5, we evaluate the

performance of MDMD through extensive simulations.

We conclude the paper in Section 6. Our proofs are

presented in the Appendix.

2 Related Work

According to different concerns and perspectives,

the state-of-the-art research achievements are best sum-

marized by the following three points. The first part fo-

cuses on the forwarding metric, which is used to mea-

sure the forwarding ability of a user in DTNs. The

second part pays attention to proposing buffer manage-

ment strategies, which use the limited buffer space to

efficiently deliver the messages. The third part concen-

trates on proposing the forwarding strategy, which con-

trols the number of forwarding copies and the chance

to forward the messages.

2.1 Forwarding Metric

Forwarding metric is used to measure the strength

of a connection, and further quantify the node’s

forwarding ability. The forwarding metric can be

destination-specific or destination-independent [10]. A

destination-specific forwarding metric varies depending

on the destination of a message. For example, fresher

encounter search (FRESH) [11] uses the time elapsed

since the last contact with the destination as a for-

warding metric. However, some forwarding metrics

such as the total contact rate of a node have no rela-

tionship with the different destinations, and hence, are

regarded as destination-independent. In [12], authors

first designed a novel forwarding metric to measure the

forwarding capability. Then, they utilizd small-world

properties to design the principles of relay node selec-

tion. [13] proposes two forwarding algorithms for op-

portunistic broadcast forwarding, which make the for-

warding decision by comparing the current energy effi-

ciency with the estimated future expectation.

In this paper, the transiting frequency is re-

garded as the forwarding metric, which is destination-

independent and time-varying. The short-term average

activeness and long-term long-term average activeness

are used to reflect the nodes’ transient and longstanding

forwarding abilities, respectively. We argue that sim-

ply using the short-term or long-term activeness as the

forwarding metric can not obtain the optimal delivery

performance.

2.2 Buffer Management

Zhang et al. [9] developed a rigorous and uni-

form framework based on ordinary differential equa-

tions (ODEs) to discuss Epidemic routing and its rele-

vant variations. They also investigated how the buffer

space and the number of message copies can be ad-

dressed for the fast and efficient delivery. The work

in [14] proposed a new message scheduling framework

for both Epidemic and two-hop forwarding routings

in DTNs; the scheduling and dropping decisions can

be made in each contact duration in order to achieve

either optimal message delivery ratio or average de-
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lay. Krifa and Barakat in [15] proposed an idealized

strategy called the Global Knowledge-Based Schedul-

ing and Drop strategy (GBSD), in which signal over-

head is reduced by optimizing the storage structure

and statistics-collection method. [16] proposed a Mes-

sage Scheduling and Drop Strategy on Spray and Wait

Routing Protocol (SDSRP), which calculates the prior-

ity of each message by evaluating the impact of both

replicating and dropping a message copy on delivery

ratio. [17] proposed two routing algorithms, namely

local information-based routing (LIR) and local and

neighbour information-based routing (LNIR) for space

DTNs, according to the queueing information.

The above studies focus on the buffer management

in DTNs. To a certain extent, they can improve the

message delivery ratio or reduce the delivery delay in

DTNs. However, the above work focus on the multi-

copy situation, which is different from the problem of

this paper.

2.3 Forwarding Strategy

There is also plenty of work that focuses on for-

warding strategy in DTNs. Tatiana et al. [18] per-

suaded mobile nodes to participate in relaying mes-

sages. Indeed, the delivery of a message incurs a certain

number of costs for a relay. Wang et al. [19] presented

the retransmission timeout (RTO) timer setting for re-

liable file transmission over a relay-based deep-space

vehicle communication infrastructure. Li et al. [20]

proposed a novel social-based routing approach for mo-

bile social DTNs, where a new metric social energy is

introduced to quantify the ability of a node to forward

packets to others. Sabbagh et al. [21] presented an-

alytical modeling of the transmission performance of

bundle protocol over deep-space communication chan-

nels characterized by highly asymmetric channel rate.

Sakai et al. [22] designed an abstract of anonymous

routing protocols for DTNs and augmented the existing

solution with multi-copy message forwarding. [23] pro-

poses a probabilistic routing protocol for the intermit-

tently connected networks. [24] constructs generative

route-level models that capture the variability in bus

movement and the random failures to establish connec-

tions. [25] introduced a new family of routing schemes,

which “spray” a few message copies into the network,

and then the schemes route each copy independently

towards the destination.

In this paper, we attempt to minimize the dissem-

ination delay in DTNs. On the one hand, we attempt

to find only one path from the source to the destination

with the shortest delay. On the other hand, we prefer

to make as few users as possible participate in the dis-

semination process. Therefore, in each PoI, only one

optimal user is selected to disseminate messages.

3 Efficient Message Dissemination Strategy for

Minimizing Delivery Delay in DTNs

In order to clearly describe the process of mes-

sage dissemination and strategy insights, we first in-

troduce the assumptions related to the work, briefly

describing the problem to be solved. Next, a continu-

ous time markov model is used to measure the message

dissemination delay to achieve optimal user activeness

through the transition habit among different PoIs. Fi-

nally, the time-constant and time-varying activeness are

both considered to minimize the message dissemination

delay, and the efficient message dissemination strategy

is further proposed in DTNs.

No Connection

User A User B

Connection

User A User B

No Connection

User A User B

Fig. 2. Description of the message dissemination problem.

3.1 Assumptions

We consider the following DTN environment: there

are l users, who move around n different PoIs. At any

specific time, a user can be active in only one PoI. More-

over, a user’s residence time obviously has an expected

value. Besides, all the users have a short residence time

and move towards to another PoI, for the reason that

they may have some crucial work to do. Therefore, the

users can hardly be in a PoI for too long time. There-

fore we assume that the residence time at each PoI

satisfies an exponential distribution. The term, “res-

idence time”, simply refers to the time a user stays in a
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PoI either receiving or disseminating messages. Differ-

ent users’ residence time satisfies different distributions,

and the specific user’s residence time in different PoIs

obeys the same distribution. The message is generated

by a user with the lowest activeness at the initial system

time, and each message has only one copy and a given

TTL, after which the message is no longer useful. Two

users in the same PoI can disseminate messages to each

other. The destination user is considered to be station-

ary and has the highest priority, which means that any

message holder attempts to disseminate the message to

the destination. Neither an immunization strategy nor

an acknowledgment mechanism is used to confirm the

receipt of messages for the reason that there is only one

copy.

3.2 Problem Solution

As shown in Fig. 2, user A and user B can estab-

lish a connection when they are in the same PoI, but

the connection breaks when they transit to different

PoIs. In this paper, we attempt to utilize the user of the

highest activeness to assist in disseminating messages,

in order to minimize the dissemination delay from the

source to the destination. However, the following three

questions are still urgent issues to be tackled: 1) How

to define the user’s activeness. 2) When the user’s ac-

tiveness is time-constant, what kind of dissemination

strategy we should adopt. 3) What about the situation

that the user’s activeness is time-varying.

In order to overcome the aforementioned prob-

lem, we first define the user’s activeness through the

transition habit among different PoIs, which is re-

flected by the parameter value of exponential distri-

bution. Then, we choose the user with the highest ac-

tiveness to disseminate the message when the active-

ness is time-constant. However, when the activeness is

time-varying, we choose the user who has the minimal

expectation time to meet any user of another PoI to

disseminate the message. Through this strategy, an ef-

ficient message dissemination strategy for minimizing

delivery delay is proposed in DTNs. The pseudo-codes

of MDMD are described in Algorithm 1 and Algorithm

2. The main notations used in this paper are illustrated

in Table 1.

3.3 Continuous-Time Markov Model

3.3.1 Definition of Activeness

In this subsection, we utilize two specific users (A

and B) to illustrate the continuous-time markov model.

First of all, we use Xt to express the state (PoI being

used) of user A at time t. It is not difficult to find

that Xt ∈ e = {e1, e2, · · · , en}. This is due to the rea-

son that, in the previous subsection, we assume that

the time spent in each PoI takes non-negative value

and obeys an exponential distribution. Therefore, we

consider that Xt satisfies the continuous-time markov

chain.

We define Pij(t) as the probability that a user’s

state of time 0 is i and the state of time t is j, which

is shown as follows: Pij(t) = P (Xt = j|X0 = i). With-

out loss of generality, we regard P(t) as the n× n ma-

trix composed of Pij(t). We can generate the transi-

tion rate matrix P of continuous-time markov chains

(as shown in (1)) through the following formula: P =

lim
t→0

P(t)−P(0)
t−0 = lim

t→0

P(t)−I
t , where I is the unit matrix.

P =


a11 a12 · · · a1n
...

...
...

...

· · · · · · · · · ann

 . (1)

The detailed characteristics of transition rate ma-

trix P are listed as follows:

1) aii < 0 (∀i),
n∑

j=1

aij = 0, aij ≥ 0 (∀i ̸= j).

2) The user holding the message at PoI ei waits for a

random time τi, and then transits to ej with the

probability: qij =
aij

−aii
. Due to the reason that the

residence time satisfies an exponential distribution,

τi ∼ exp(−aii), which indicates that τi satisfies the

exponential distribution with parameter −aii.

3) When the user holding the message stays in state

i, it has an equal probability of transition from

the current state to any other state, which means

that the following equation is satisfied: qij1 =

qij2 (∀j1, j2 ̸= i).
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4) The discrete states of Xt are expressed as: X0, X1,

· · · , Xt, which satisfy discrete-time markov chains.

5) The larger the −aii is, the higher the user’s active-

ness is. Similarly, the smaller the −aii is, the lower

the user’s activeness is.

Table 1. Main Notations Used Throughout The Paper
Notation Explanation

n Number of PoIs (number of grids)

e Set of PoIs, e={e1, e2, ···, en}

Xt User’s state (PoI ID) at time t, Xt ∈ e

Pij(t) Probability that user’s state of time 0 is i, and the

state of time t is j

τi Residence time to stay in PoI ei

τ Earliest time for user l to meet someone else

ck Parameter in exponential distribution of user k’s

residence time

T Earliest time for two users to meet each other

Eij(T ) Earliest expected time for two users to meet,

with the condition that their initial states are i and j

ξ The first transition time (from one PoI to

another one) for any one of the two users

l Total number of users

Ti The first meeting time between user i and user l

λl,i Parameter of Ti’s exponential distribution,

λl,i =
cl+ci
n−1

T (l) Dissemination delay from the lowest priority user

to the highest priority user for a l-users system

rl Expectation of T (l)

σi The first meeting time between user i and anyone else

ci(t) Time-varying parameter of the exponential

distribution at time t

X∗
i Predicted intermeeting time for user i to meet any

other user

In conclusion, each user has its corresponding tran-

sition rate matrix, where the negative diagonal −aii

represents its activeness. (2) is a detailed example to

further illustrate the user’s activeness:

MA =


−2 1 1

1 −2 1

1 1 −2

 , (2)

where n = 3 means that there are three PoIs in DTNs.

aii = −2 indicates that the user’s activeness is 2, and

the expectation residence time satisfies: τi ∼ exp(2). In

addition, the transition probability from state i to state

j satisfies the following equation: aij = 1/2 (∀i ̸= j).

Therefore, for this example, the user’s residence time

in each PoI satisfies the exponential distribution with

parameter 2, and the user has the probability of 1/2 to

transit from current PoI to anyone else.

3.3.2 Expectation Time of the First Meeting between

Users A and B

Since this research focuses on minimizing dissem-

ination delay, the expectation meeting time between

users A and B, then plays an important role. Suppose

that the state of user A at time t is Xt, and the state of

user B at time t is Yt. Simultaneously, according to the

derivation in the Subsection 3.3.2, the transition rate

matrixes of user A and user B are shown in (3) and

(4), respectively. Moreover, on the basis of the char-

acter 1) of continuous-time markov chain’s transition

rate matrix, a and b are calculated through following

two equations: a = c1
n−1 , b =

c2
n−1 . In addition, accord-

ing to the character 3) of the transition rate matrix,

user A and user B have the same probability 1
n−1 of

transiting from current PoI to another one. Their ex-

pectation residence time also satisfies the exponential

distributions with parameters c1 and c2, respectively.

MA =


−c1 a a a

...
...

...
...

· · · · · · · · · −c1

 . (3)

MB =


−c2 b b b

...
...

...
...

· · · · · · · · · −c2

 . (4)

We define the earliest time for A and B to meet

each other as T = inf{t ≥ 0;Xt = Yt}, which means

the minimal nonnegative value t satisfyingXt = Yt. As-

sume that the initial states of users A and B are Xt = i

and Yt = j, respectively. We define the notation of con-

dition probability as: Eij(•) = E(•|X0 = i, Y0 = j),

which indicates the expectation of the earliest time for

users A and B to meet each other with the condition

that Xt = i and Yt = j. It is not difficult to find that

our purpose changes into finding the value of Eij(T ).

As previously mentioned, the state of user A is Xt,

and the state of user B is Yt, we define ξX as user A’s

first transiting time from the current PoI to another
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one, and ξY is user B’s first transiting time. We also

define ξ = min{ξX , ξY } as the minimal transiting time

between user A and user B. According to the previous

assumptions, Theorem 1 is achieved as follows:

Theorem 1. ξX ∼ exp(c1), ξY ∼ exp(c2), and

then ξ ∼ exp(c1 + c2).

The proof of Theorem 1 is shown in Appendix A1,

where we can achieve Eij(ξ) = 1
c1+c2

. The insight

meaning of Theorem 1 is shown as follows. The ex-

pectation of user A’s first transiting time is 1
c1
, and

the expectation of user B’s first transiting time is 1
c2
.

However, the minimal expectation of transiting time for

either A or B is 1
c1+c2

, which is lower than 1
c1

and 1
c2
.

This is natural and reasonable. Based on Theorem 1,

Theorem 2 is further obtained.

Theorem 2. ξX ∼ exp(c1), ξY ∼ exp(c2), the

earliest time for users A and B to meet each other

(T = inf{t ≥ 0;Xt = Yt}) satisfies: T ∼ exp( c1+c2
n−1 ).

The proof of Theorem 2 is shown in Appendix A2.

Theorem 2 shows the distribution of the expectation

time for the first meeting of A and B, which clarifies

the following: due to the reason that T ∼ exp( c1+c2
n−1 ),

Eij(T ) =
n−1
c1+c2

. There are three variables: c1, c2, and

n. It is worth noticing that larger c1 or c2 leads to

shorter first meeting time of A and B. In other words,

higher user activeness leads to earlier meeting time. In

addition, larger n results in longer first meeting time.

That is to say, more PoIs result in longer meeting time,

which also makes sense.

This subsection defines the parameter of the expo-

nential distribution obeyed by a user’s residence time in

each PoI as a user’s activeness. According to the user’s

activeness, we achieve the expectation time for the first

meeting between two users, which plays a major role

in making a message dissemination strategy, aiming to

minimize delivery delay.

3.4 Time-Constant Activeness

We consider the delay tolerant network with l

users, whose activeness (the parameter of exponential

distribution regarding residence time in each PoI) is

different and time-constant [26]. In other words, their

priorities can be sorted from low to high. Assume that

the activeness of l users in the network is c1, c2, · · · , cl,
while their priorities satisfy c1 > c2 > · · · > cl. With-

out loss of generality, the user with the lowest priority

cl is assigned as the message holder, meanwhile, the

destination user is considered to have the highest pri-

ority. There is only one message holder in DTN at the

same moment. The purpose is to make a dissemination

decision for the message holder in order to minimize

delay.

T1, T2, T3, · · · , Tl−1 are used to represent the first

meeting time between user l and user 1, 2, 3, · · · , l− 1,

respectively. According to Theorem 2, Ti ∼ exp( cl+ci
n−1 )

is achieved. The following symbolic representations are

made in order to simplify the expression regarding the

parameter of exponential distribution: λl,1 = cl+c1
n−1 ,

· · · , λl,l−1 = cl+cl−1

n−1 . The following two theorems are

listed in order to further propose a message dissemi-

nation strategy for minimizing delay, when the user’s

activeness is time-constant.

Theorem 3. P (Tj < Ti,∀i ̸= j) =
λl,j

λl,1+λl,2···+λl,l−1
.

Proof. consider the delay tolerant network with l

users, the activeness of user i is ci, and λl,i = cl+ci
n−1 .

The detailed proof process of Theorem 3 is shown in

(5), where χ means the constraint of calculation pro-

cess.

P (Tj < Ti,∀i ̸= j)

=

∫ ∞

0

· · ·
∫ ∞

0

χtj<ti,∀i ̸=j

l−1∏
i=1

(λl,ie
−λl,iti)dt1 · · · dtl−1

=

∫ ∞

0

λl,j

l−1∏
i=1

e−λl,itjdtj

=
λl,j

λl,1 + λl,2 · · ·+ λl,l−1
. (5)

Theorem 4. E[TjχTj=τ ] =
λl,j

(λl,1+λl,2···+λl,l−1)2
.

Proof. the proof process of Theorem 4 is similar to

the one of Theorem 3. Consider the DTN with l users

as before, the proof process of Theorem 4 is shown in

(6).
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E[TjχTj=τ ]=
∫ ∞

0

λl,jtj

l−1∏
i=1

e−λl,itjdtj

=

∫ ∞

0

λl,j

l−1∑
i=1

λl,j

l−1∑
i=1

λl,jtje

l−1∑
i=1

λl,jtj
dt1

=
λl,j

(λl,1 + λl,2 · · ·+ λl,l−1)2
. (6)

The purpose is to formulate a dissemination strat-

egy for the message holder in order to minimize dissem-

ination delay. As shown in Table 1, the dissemination

delay from the lowest priority user to the highest pri-

ority user for an l-user system is defined as T (l). Simi-

larly, the dissemination delay for a j-user system is T (j).

The problem changes into calculating the expectation

of T (l), which is shown in (7), where the calculation of

E(T (l)) is divided into following two parts: E[Tj ] and

E(T (j)).

E(T (l))=
l−1∑
j=1

{E[TjχTj=τ ]+P (Tj < Ti,∀i̸=j)E(T (j))}.

(7)

In order to simplify symbolic representation, we

define that E(T (l)) = rl, E(T (j)) = rj . And then (8) is

achieved, Theorem 4 is further proposed.

rl =

l−1∑
j=1

[
λl,j

(λl,1+λl,2+ · · ·+λl,l−1)2
+

λl,j

λl,1+λl,2+ · · ·+λl,l−1
rj ]

=
1

λl,1+λl,2+ · · ·+λl,l−1
+

l−1∑
j=1

λl,jrj

λl,1+λl,2+ · · ·+λl,l−1
.

(8)

Theorem 5. With the condition that λl,1 > λl,2 >

· · · > λl,l−1, if we exchange any pair of priorities λl,i

and λl,j , then rl will get bigger.

The proof of Theorem 5 is shown in Appendix A3,

which illustrates that, if we exchange any pair of initial

priorities of λ, the expectation of dissemination delay

will be longer compared with the original schedule. In

other words, the best strategy for minimizing dissem-

ination delay is to disseminate the message according

to the priority: λl,1 > λl,2 > · · · > λl,l−1. Therefore,

when the user’s activeness is time-constant, the optimal

dissemination strategy is achieved, which disseminates

the message to the user of the highest activeness in the

current PoI, in order to minimize dissemination delay.

0 t

a aI: aL:

t' 0 t

a aI: aL:

t'

User A User B

(a)

0 t

a aI: aL:

t' 0 t

a aI: aL:

t'

User A User B

(b)

Fig. 3. The problem descriptions of the two cases in which

the user for disseminating the message is chosen according to

instantaneous activeness and long-term average activeness,

respectively. (a) Case 1: depend on instantaneous active-

ness. (b) Case 2: depend on long-term average activeness.

3.5 Time-Varying Activeness

This subsection considers the situation in which

the user’s activeness is time-varying, so that the user’s

current activeness can not represent the actual active-

ness in a period of time. When the user’s activeness is

time-varying, each user has both instantaneous active-

ness and long-term average activeness. We argue that

simply utilizing the instantaneous or long-term aver-

age activeness to make the dissemination decision (as

shown in Fig. 3) can not obtain the minimal delay per-

formance. As shown in Fig. 3, aI is instantaneous ac-

tiveness, aL is long-term average activeness, tc is the

meeting time in the same PoI between users A and B.

In case 1, according to the instantaneous activeness,

user A makes the decision to disseminate the message

to user B. In case 2, according to the long-term aver-

age activeness, user A makes the decision to keep the

message from disseminating to user B. However, the

above decisions are both incorrect in terms of minimiz-

ing delay. Therefore, aiming to minimize the dissemina-

tion delay, the message holder chooses the user with the

minimal expectation time to meet any user of another
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PoI to disseminate the message.

We use σi to express the first meeting time be-

tween user i and anyone else. The purpose is to find

the user with the minimal expectation time to meet

any user of another PoI. Therefore, we need to cal-

culate E(σi) for all the users within the current PoI,

and choose the user with the smallest E(σi) to dissem-

inate the message. We also define that, Tij is the first

meeting time between users i and j; it is proved that

Tij∼exp(
ci+cj
n−1 ), and we also conclude that λij =

ci+cj
n−1 .

According to Theorem 4, it is not difficult to determine

that E[TijχTij=σi
] =

λij

(
∑
k ̸=i

λik)2
. Therefore, the final ex-

pression of E(σi) is obtained through (9).

E(σi) =
∑
k ̸=i

[TikχTik=σi
] =

∑
k ̸=i

λik

(
∑
k ̸=i

λik)2

=
1∑

k ̸=i

ci+ck
n−1

=
n− 1

(l − 2)ci +
∑
k

ck
. (9)

Due to the reason that a user’s activeness is time-

varying, c1, c2, · · · , cl can be expressed as c1(t), c2(t),

c3(t),· · · , cl(t). As shown in Fig. 4, the average ac-

tiveness in time period X for user i is defined as

ci(X) = 1
X

∫ t0+X

t0
ci(s)ds. We make the following func-

tion of X: fi(X) = E[σi(X)] = n−1

(l−2)ci(X)+
∑
k

ck(X)
.

The purpose is to find X∗
i satisfying fi(X

∗
i ) = X∗

i for

each user i. Subsequently, when users i and j meet each

other, if X∗
i > X∗

j , then i disseminates the message to

j. Otherwise, i does not disseminate the message.

Theorem 6. If fi(X) = n−1

(l−2)ci(X)+
∑
k

ck(X)
is a

continuous function, then ∃X∗
i satisfying fi(X

∗
i ) = X∗

i .

Proof. Assume 0 < c ≤ ci(X) ≤ d, then

c ≤ ci(X) ≤ d, and then 2(l − 1)c ≤
(l − 2)ci(X) +

∑
k

ck(X) ≤ 2(l − 1)d. Therefore, (10) is

achieved, considering that fi(X) is a continuous func-

tion satisfying following mapping: [ n−1
2(l−1)d ,

n−1
2(l−1)c ] →

[ n−1
2(l−1)d ,

n−1
2(l−1)c ]. As shown in Fig. 5, according to

the intermediate value theorem 1⃝ , there must be

X ∈ [a, b], which satisfies f(X) = X. In conclusion,

when a user’s activeness is time-varying, we can make

the dissemination decision through the solution X, in

order to minimize the dissemination delay in DTNs. In

other words, we choose the user who has the minimal

expectation time to meet any user of another PoI to

disseminate the message.

t

Xt0 t0+X

c(t)

Fig. 4. Relationship between t0 and X.

**)( iii xxf =
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1

-

-

cl

n
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-

-

)(xfy i= xy =y

x

Fig. 5. Illustration of Theorem 6 through the intermediate

value theorem.

n− 1

2(l − 1)d
≤ fi(X) ≤ n− 1

2(l − 1)c
. (10)

4 MDMD with Inactive State

4.1 Time-Constant Activeness

User A

User B

Fig. 6. Illustration in terms of addressing a specific state,

in which the user is not in any PoI.

Section 3 proposes an efficient message dissemina-

tion strategy for minimizing delivery delay (MDMD)

in DTNs. However, the users of MDMD are assumed

to be active for all the time. In this subsection, we en-

hance the MDMD by adding the inactive state, which is

1⃝ http://en.wikipedia.org/wiki/Intermediate value theorem, June 2017.
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illustrated in Fig. 6. There is a specific grid, which rep-

resents the specific situation that, users not only tran-

sit among different PoIs, but also transit to an inactive

state (the way between PoIs), where users can not dis-

seminate messages to anyone else.

Therefore, different from the previous assump-

tions, there is one specific state among different PoIs,

which means that the states of users can be divided

into two parts: the first part is active states: εa =

{e1, e2, · · · , en−1}, the second part is the inactive state:

εo = {en}. The other assumptions and descriptions are

identical with those of Section 3, and then we define the

absorb state of the two users as D′ = {(k, k); ek ∈ εa}.
When users A and B enter the absorb state, it means

that user A and user B meet each other in the same PoI.

We also define the earliest time for users A and B to

meet each other as follows: T ′ = inf{t ≥ 0;Xt = Yt},
which means the minimal nonnegative value t, satisfy-

ing Xt = Yt. Given the initial states of user A and user

B: (i, j) /∈ D′, the purpose is to find the expectation of

T ′: Eij(T
′), and the distribution of T ′.

We define ξA as the user A’s first transition time

from the current PoI to another one, and ξB is defined

as the user B’s first transiting time. We also define

ξ = min{ξA, ξB} as the minimal transition time be-

tween user A and user B. This is done according to

the previous assumptions, and then ξ ∼ exp(c1 + c2)

remains valid, which is similar to Theorem 1.

Theorem 7. ξA ∼ exp(c1), ξ
B ∼ exp(c2), accord-

ing to the different initial states of user A and user

B, the earliest time for A and B to meet each other

(T ′ = inf{t ≥ 0;Xt = Yt}) satisfies the exponential

distribution with the parameter of 1
α1

, 1
α2

, 1
α3

, 1
α4

, re-

spectively. Furthermore, the expectation of T ′ can be

approximate to
c21+c22+n2c1c2
nc1c2(c1+c2)

.

The proof of Theorem 7 is shown in Appendix A4.

Theorem 7 shows the distribution of the expectation

time for the first meeting of A and B, when an inactive

state exists.

Similar to previous descriptions, T ′
1, T ′

2, T ′
3, · · · ,

T ′
l−1 are used to represent the first meeting time be-

tween user l and user 1, 2, 3, · · · , l − 1, respectively.

According to Theorem 7, T ′
i ∼ exp( nc1c2(c1+c2)

c21+c22+n2c1c2
) is

achieved. In order to simplify the expression regarding

the parameter of exponential distribution, we make the

following symbolic representations: λ′
l,1 = nclc1(cl+c1)

c2l +c21+n2clc1
,

· · · , λ′
l,l−1 = nclcl−1(cl+cl−1)

c2l +c2l−1+n2clcl−1
. It is not difficult to find

that if we use T ′ and λ′ to replace T and λ, respectively,

Theorems 3 and 4 are still available.

Theorem 8. If ci > cj , then λ′
l,i > λ′

l,j.

Proof. λ′
l,x can be regarded as a function of cx, the

derivation of λ′
l,x in terms of cx is shown as (11).

dλ′
l,x

dcx
=

nc2l (n
2 − 1) + 2nc3l cx + nc4l

(c2l + c2x + n2clcx)2
> 0. (11)

Therefore, we can regard λ′
l,i as λl,i, and Theorem

5 is still available even if there is an inactive state in the

network environment. We also achieve the optimal dis-

semination strategy for minimizing dissemination delay.

Table 2. Simulation Parameters

Parameter
Value

Time-Constant Time-Varying

Simulation Time 2000s

Number of Grids 36,49,64,81,100, 92,94,96,98,100,

121,144,169,196 102,104,106,108

Number of Users 9 9,18,27,36,

Except Destination 45,54,63,72

Message TTL 2000s

4.2 Time-Varying Activeness

Similar with the description of Subsection 3.5, we

use σi to express the first meeting time between user i

and anyone else. The purpose is to find the user with

the minimal expectation time to meet any user of an-

other PoI. Therefore, we need to approximatively cal-

culate E(σi), which is shown in (12).

E(σi) =
∑
k ̸=i

[T ′
ikχT ′

ik=σi
] =

∑
k ̸=i

λ′
ik

(
∑
k ̸=i

λ′
ik)

2

=
1∑

k ̸=i

ncick(ci+ck)
c2i+c2k+n2cick

≈ 1∑
k ̸=i

n
c2
i
+c2

k
2 (ci+ck)

c2i+c2k+n2
c2
i
+c2

k
2

=
1∑

k ̸=i

n(ci+ck)
n2+2

=
n2+2

n

(l − 2)ci +
∑
k

ck
. (12)

Therefore, Theorem 6 is also available, we just need

to change n−1 into n2+2
n . In conclusion, when a user’s

activeness is time-varying and there is an inactive state,
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we can also make the dissemination decision through

the solution X, in order to minimize the dissemination

delay.

5 Performance Evaluation

5.1 Simulation Settings

To demonstrate the performance of the proposed

MDMD, a multi-paradigm numerical computing en-

vironment MATLAB is employed in this paper. We

carry out simulations with the synthetic user’s active-

ness. Then, two scenarios (time-constant activeness

and time-varying activeness) are both considered in

this paper. In the first scenario, each user has a con-

stant activeness, which means that the activeness never

changes. While in the second scenario, the user’s active-

ness is a periodic function transiting between a upper

bound and a lower bound. The results in the figures

come from the average value of 500 simulation runs.

The detailed simulation parameters of the above two

scenarios are given in Table 2.

While a range of data is gathered from the simula-

tions, on the premise that the delivery ratio is guaran-

teed to be 100% by the sufficient simulation time, we

take the following two performance metrics into consid-

eration:

1) average delay, which is the average elapsed time of

the successfully-delivered messages;

2) average hopcounts, which is the average number of

hops required for a message to reach the destination

node.

5.2 Simulation Results under Time-Constant

Activeness

In the first part of the simulations, we assign the

time-constant activeness to each user. The DTN en-

vironment composed of 10 users (nodes) is considered.

Their priorities of the activeness are scheduled as fol-

lows: c1 = 1.0, c2 = 0.9, c3 = 0.8, · · · , c9 = 0.2,

c10 = 0.1. User 1 is regarded as the destination and

user 10 is assigned as the initial message holder. Theo-

rem 5 is compared against other strategies and proven

through testing three different dissemination priorities,

which is shown in Fig. 7. MDMD is the optimal strat-

egy proposed in this paper; FC (FirstContact) is a

random dissemination strategy, which disseminates the

message to a random encounter; EO (ExchangeOrder)

is a variation of MDMD, which randomly exchanges two

users’ priorities from the original order. The changes of

average delay and average hopcounts along with growth

of number of grids are tested in order to compare their

performances.
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Fig. 7. Average delay and average hopcounts as a function of

number of grids when the user’s activeness is time-constant.

(a) Average delay. (b) Average hopcounts.
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Fig. 8. The changes of average delay and average hopcounts

along with the growth of number of users, and number of

girds in the first group of simulations. Simulation results

are under time-varying activeness.

As can be seen in Fig. 7(a), MDMD actually

achieves the lowest average delay compared with other
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two dissemination strategies, which further proves The-

orem 5. Therefore, in order to minimize dissemination

delay, the optimal solution is to disseminate the mes-

sage to the user with the highest activeness. Fig. 7(b)

shows the changes in average hopcounts over the num-

ber of grids from 36 to 196. The simulation results show

that, under time-constant activeness, MDMD achieves

similar average hopcounts compared with EO, while far

lower than the average hopcounts of FC.

5.3 Simulation Results under Time-Varying

Activeness

In the second part of the simulations, we assign

the time-varying activeness to each user. Three groups

of simulations are tested according to the different up-

per and lower bounds of users’ activeness. The changes

of average delay and average hopcounts along with the

growth of number of users and number of grids, are

tested in order to compare the following four strategies:

1) MDMD, which is the strategy proposed in Subsection

3.5. 2) IA, which disseminates the message according

to instantaneous activeness. 3) LA, which disseminates

the message according to long-term average activeness.

(4) FC, which is previously mentioned in Subsection

4.2.
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Fig. 9. The changes of average delay and average hopcounts

along with the growth of number of users, and number of

girds in the second group of simulations. Simulation results

are under time-varying activeness.

For the first group of simulations, we set the num-

ber of users as 36, the users are equably divided into 9

groups. The activeness of first user group changes in the

range [0.01, 0.91], the second user group is [0.02, 0.92],

in a similar fashion, and the ninth user group changes

in the range [0.09, 0.99]. They have the same transition

period, while their initial time is not synchronous. We

also set the number of grids as 100. The trends of aver-

age delay and average hopcounts along with the change

of number of users and number of grids are shown from

Fig. 8(a) to Fig. 8(d), respectively.
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Fig. 10. The changes of average delay and average hop-

counts along with the growth of number of users, and num-

ber of girds in the third group of simulations. Simulation

results are under time-varying activeness.

As can be seen in Fig. 8(a) and Fig. 8(b), the

MDMD proposed in this paper achieves the lowest av-

erage delay when compared with the other three dis-

semination strategies. Moreover, there is a downward

trend of average delay along with the growth of the

number of users, which indicates that more users re-

sult in a lower delivery delay. However, there is a rea-

sonable upward trend in terms of average delay along

with the growth of the number of grids, due to the fact

that more girds lead to longer delivery delay. Fig. 8(c)

and Fig. 8(d) display the performance of the average

hopcounts. MDMD achieves similar average hopcounts

compared with IA. In addition, LA achieves the low-

est average hopcounts. In the analysis, there are a to-

tal of 9 groups of users. The users in the same group

have the same long-term average activeness, which re-

duces the average hopcounts of the successfully deliv-

ered messages. However, the result is acceptable due

to the reason that MDMD achieves the optimal delay

performance.

For the second group of simulations, we set users’

upper bounds of activeness as 0.81, 0.82, · · · , 0.89, re-
spectively. Their lower bounds of activeness are 0.11,

0.12, · · · , 0.19. The other settings are similar to the

first group of simulations. The trends of average delay,

and average hopcounts change along with number of

users, and number of grids are shown from Fig. 9(a) to

Fig. 9(d), respectively, and the simulation results are

under time-varying activeness. For the third group of

simulations, we set users’ upper bounds of activeness as

0.71, 0.72, · · · , 0.79, respectively. Their lower bounds of
activeness are 0.21, 0.22, · · · , 0.29. The trends of aver-

age delay, and average hopcounts change along with the

number of users and number of grids are shown from

Fig. 10(a) to Fig. 10(d), respectively, and the simula-

tion results are also under time-varying activeness..

The simulation results of the second and third

groups are similar to the results of the first group.

MDMD still achieves the lowest average delay compared

with the other three dissemination strategies. There-

fore, we can make the following conclusion: MDMD al-

ways achieves the lowest average delay in different levels

of user activeness, when the activeness is time-varying.

The simulation results further prove that the proposed

efficient message dissemination strategy actually mini-

mizes the dissemination delay. However, MDMD does

not achieve the lowest average hopcounts compared

with LA; this is due to the reason that MDMD suc-

cessfully utilizes the opportunities to disseminate the

message to the user who has the minimal expectation

time of meeting anyone else. Therefore, the average

hopcounts of MDMD are higher than those of LA. In

conclusion, in different levels of user activeness, MDMD

obtains the lowest average delay, and similar average

hopcounts regarding different numbers of users, and

number of grids, compared with the other three dis-

semination strategies in DTNs.

5.4 Simulation Results of the MDMD with In-

active State

In order to further prove the applicability of the

proposed MDMD, we improve the MDMD for address-

ing the situation with an inactive state. There is no dif-

ference between the active state and the inactive state

except for the communication condition, which means

that two users within the inactive state can not com-

municate with each other.

The simulation settings are identical with the pre-

vious descriptions. The only difference is that we use
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an inactive state to replace an active state of the origi-

nal settings, while the total number of states does not

change. Then, two scenarios (time-constant activeness

and time-varying activeness) are also considered in this

subsection. The results in the figures come from the

average value of 500 simulation runs. On the premise

that the delivery ratio is guaranteed to be 100% by the

sufficient simulation time, we still take the two perfor-

mance metrics (average delay and average hopcounts)

into consideration.

In the first part of the simulations, we assign the

time-constant activeness to each user. The other set-

tings are identical with those in Subsection 5.2. The

changes of average delay, and average hopcounts along

with the growth of the number of grids, are tested in

order to compare their performances, which are shown

in Fig. 11. .

In the second part of the simulations, we assign the

time-varying activeness to each user. Three groups of

simulations are tested according to the different upper

and lower bounds of user activeness. The average delay

and average hopcounts change along with the growth

of number of users and number of grids are. Simula-

tion results are shown in Fig. 12, Fig. 13, and Fig. 14,

respectively.
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Fig. 11. The changes of average delay and average hop-

counts along with the growth of number of grids when the

user’s activeness is time-constant. The simulation results

are with inactive state. (a) Average delay. (b) Average

hopcounts.
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Fig. 12. The changes of average delay and average hop-

counts along with the growth of number of users, and num-

ber of girds when the user’s activeness is time-varying in the

frist group of simulations. The simulation results are with

inactive state. (a) Average delay. (b) Average hopcounts.
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Fig. 13. The changes of average delay and average hop-

counts along with the growth of number of users, and num-

ber of girds when the user’s activeness is time-varying in the

second group of simulations. The simulation results are with

inactive state. (a) Average delay. (b) Average hopcounts.
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Fig. 14. The changes of average delay and average hop-

counts along with the growth of number of users, and num-

ber of girds when the user’s activeness is time-varying in the

third group of simulations. The simulation results are with

inactive state. (a) Average delay. (b) Average hopcounts.

5.5 Simulation Results in random-waypoint

Mobility Pattern

In order to prove that the proposed scheme

achieves a good performance in the random-waypoint

mobility pattern, we test the average delay and hop-

counts under the different numbers of nodes and grids.

The compared methods include the previous MDMD,

FC, and also PD, which is proposed in [23]. For PD, the

forwarding metric is decided by a delivery predictability

metric, that should reflect the probability of encounter-

ing a certain node. The simulation results are shown

in Fig.15. MDMD always achieves the lowest average

delay and also a comparable average hopcounts.

5.6 Simulation Results in Real Trace

roma/taxi

In order to further prove that, the proposed scheme

achieves a better performance compared with the other

related work, we have done the simulations in the real

world trace, roma/taxi, which includes 320 taxi drivers

that work in the center of Rome, Italy. The traces

present the positions of drivers. Each taxi driver has

a tablet that periodically retrieves a GPS position and

sends it to a central server. In order to further prove

the efficiency of MDMD, simulations are done on the

real trace roma/taxi simulations can prove that the for-

warding metric proposed in MDMD achieves a better

performance.
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Fig. 15. The changes of average delay and average hop-

counts along with the growth of number of users, and num-

ber of girds in Random-Waypoint mobility pattern.

As shown in Fig.16, MDMD still achieves the low-

est average delay compared with the other dissemina-

tion strategies. Therefore, we can make the following

conclusion: MDMD always achieves the lowest aver-

age delay even in the real trace roma/taxi. It is worth

noting that, along with the growth of the number of

girds, the average delay and hopcounts appear to be an

upward trend, and this is reasonable because a large

number of grids lead to a long delay. Moreover, we

divide the map into 4×4, 8×8 and 16×16 grids, respec-

tively, and test the average delay and hopcounts in the

different users’ activeness (as shown in Fig.17). The

simulation results show that MDMD still achieves the

lowest delay and hopcounts performances.

Then, in the second part, in order to test the per-

formance of the forwarding strategy MDMD-R, which

replicates the message copies to a better node with a

higher forwarding metric in MDMD, we change the
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strategies from a single copy to the multi-copies. In

other words, when a node encounters a better node, it

replicates the message to the better node (with a copy

in its own buffer). Then three forwarding strategies:

MDMD-R, FC-R and PD-R are tested in Fig.18. Sim-

ulation results show that, MDMD-R still achieves the

lowest delay and hopcounts performances, which proves

that the proposed forwarding strategy in this paper is

better than the other two strategies.

Finally, in order to compare the work in this paper

with the related work of buffer management, we test

the performances of MDMD-R and also the DTN rout-

ing protocols: Epidemic and Spray and Wait [9], which

are sensitive to buffer space. Along with the growth of

buffer space, three routing protocols: MDMD-R, Epi-

demic and Spray and Wait (initial copy number=4) are

tested in Fig.19. Simulation results show that, MDMD-

R still achieves the lowest delay and comparable hop-

counts performance, which proves that the proposed

forwarding strategy in this paper is better than the

other two strategies in terms of buffer management.
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Fig. 16. The changes of average delay and average hop-

counts along with the growth of number of grids in the real

trace roma/taxi. (a) Average delay. (b) Average hopcounts.
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Fig. 17. The changes of average delay and average hop-

counts along with the growth of user’s activeness. (a) Av-

erage delay. (b) Average hopcounts.
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Fig. 18. The changes of average delay and average hop-

counts along with the growth of number of grids for

replication-based strategies in the real trace roma/taxi. (a)

Average delay. (b) Average hopcounts.
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Fig. 19. The changes of average delay and average hop-

counts along with the growth of buffer space in the real

trace roma/taxi. (a) Average delay, (b) Average hopcounts.

6 Conclusions

In order to solve the message dissemination prob-

lem, we proposed an efficient message dissemina-

tion scheme for minimizing delivery delay in DTNs

(MDMD). Our main finds are listed as follows: we

first defined users’ activeness according to the transit

habit among different PoIs. Furthermore, based on the

continuous-time markov chains, an optimal user with

the highest activeness is selected to assist in disseminat-

ing the message. Moreover, the situation in which that

the user’s activeness is time-varying is also considered.

We achieved time-constant MDMD and time-varying

MDMD message dissemination strategies. Finally, the

enhanced MDMD by considering inactive state is fur-

ther proposed to enhance the applicability. We con-

ducted simulations in MATLAB with synthetic user’s

activeness. Simulation results show that, compared

with other dissemination strategies, MDMD achieves

the lowest average delay, and lower average hopcounts,

on the premise that the delivery ratio is guaranteed to
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be 100% by the sufficient simulation time.

Appendix

A1 Proof of Theorem 1

Due to the reason that ξ = min{ξX , ξY }, therefore,
ξ > t only when ξX > t and ξY > t. Furthermore, the

derivation result of (13) shows that ξ ∼ exp(c1 + c2).

P (ξ > t) = P (ξX > t ∩ ξY > t)

= P (ξX > t)P (ξY > t)

= e−c1te−c2t = e−(c1+c2)t. (13)

A2 Proof of Theorem 2

Consider that X0 = i and Yo = j, ξ is the minimal

transition time between users A and B. Therefore, af-

ter the transiting of either A or B, the states of A and

B change from i and j to g and k, which is expressed as

(i, j) → (g, k). D is defined as the absorb state of A and

B, which is shown as: D = {(k, k), ek ∈ e}. When A

and B enter the absorb state, it illustrates that user A

and user B meet each other in the same PoI. Moreover,

it is not difficult to find that (i, j) /∈ D. Otherwise, the

expectation time for the first meeting of A and B is 0.

In addition, after the first transition (i, j) → (g, k), if

(g, k) ∈ D, then T = ξ. Otherwise, (g, k) /∈ D, then

user A and user B calculate the expectation of the first

meeting time afresh with the initial states of g and k.

According to the above discussion, (14) is achieved.

Eij(T ) = Eij(ξ) +
∑

(g,k)/∈D

P ((i, j) → (g, k))Egk(T )

+
∑

(g,k)∈D

P ((i, j) → (g, k))× 0. (14)

In order to simplify symbolic representation, we de-

fine α = Eij(T ). This is for the reason that there is no

difference among all the PoIs, therefore, α = Eij(T ) =

Egk(T ). We also use discrete-time combination state

Zt to express the states of A and B: Zt = (Xt + Yt),

which means that X0 = i, Y0 = j, then Z0 = (i, j).

According to (14) and Eij(ξ) =
1

c1+c2
, (15) is achieved.

Furthermore, the final equation in terms of α is shown

in (16)

α =
1

c1 + c2
+

∑
(g,k)/∈D

P (Z1 = (g, k)|Z0 = (i, j))α.

(15)

α =
1

c1 + c2

1

1−
∑

(g,k)/∈D

P (Z1 = (g, k)|Z0 = (i, j))
.

(16)

Next, we consider the Kronecker sum 2⃝ Z of ma-

trixes A and B, which is the matrix sum defined by

(17), where
⊕

is Kronecker sum operation, while
⊗

is

Kronecker product operation 3⃝ . In order to calculate

α, the matrix Z is used to achieve the transition prob-

ability from (i, j) to (g, k) in terms of the states of A

and B.

Z = A
⊕
B = A

⊗
I+ I

⊗
B

= (A
⊗
I+ I

⊗
B)(i,j)(g,k)

= AigSjk + SigBjk. (17)

The problem changes into solving the matrix Z,

where Sjk is defined as Sjk =

1 if j = k

0 if j ̸= k
. Similarly,

Sig =

1 if i = g

0 if i ̸= g
. The following four cases are con-

sidered in order to calculate matrix Z.

• Case 1: if (g, k) = (i, j), then Z = Aig + Bjk =

−(c1 + c2)

• Case 2: if (g, k) ̸= (i, j) and j = k, i ̸= g, then

Z = Aig = c1
n−1

• Case 3: if (g, k) ̸= (i, j) and j ̸= k, i = g, then

Z = Bjk = c2
n−1

• Case 4: other situations, Z = 0

Based on the above four cases, (18) is obtained.

The value of α is further calculated through (19).

2⃝ http://proofwiki.org/wiki/Definition:Kronecker Sum.
3⃝ http://en.wikipedia.org/wiki/Tensor product.
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∑
(g,k)/∈D

P (Z1 = (g, k)|Z0 = (i, j))

=
(n− 2)c1
n− 1

1

c1 + c2
+

(n− 2)c2
n− 1

1

c1 + c2

=
n− 2

n− 1
. (18)

α = (n− 1)
1

c1 + c2
. (19)

Combining (14) and Strong Markov property 4⃝ ,

we get the following equation:

Eij(e
−sT )=Eij(e

−sξ)
∑

(g,k)/∈D

P ((i, j) → (g, k))Egk(e
−sT )+

Eij(e
−sξ)

∑
(g,k)∈D

P ((i, j) → (g, k)), (20)

where Eij(e
−sξ) satisfies (21).

Eij(e
−sξ) =

∫ ∞

0

e−st(c1 + c2)e
−(c1+c2)tdt

=
c1 + c2

c1 + c2 + s
. (21)

In order to simplify symbolic representation, we

define that β = Eij(e
−sT ). Combining β = Eij(e

−sT )

and (20), we get the equation of β as (22).

β =
c1 + c2

c1 + c2 + s
[(1− 1

n− 1
)β +

1

n− 1
]. (22)

Next, through solving (22), we obtain the final

expression of β, which is shown in (23). Therefore,

T ∼ exp( c1+c2
n−1 ) is achieved through the method similar

to that of (21). Theorem 2 is proved.

β =
c1+c2
n−1

c1+c2
n−1 + s

. (23)

A3 Proof of Theorem 5

First, we attempt to prove the following result:

rk > rk−1, ∀ k ∈ (1, 2, 3 · · · , l). It is known that rk

represents the delivery delay for a message from ck to

c1, and c1 > c2 > · · · > ck. There exist two situations

according to the difference of the first dissemination

step. For the first situation: the message is dissemi-

nated to ck−1, assuming that the time of the first step

is t′, and in the second step, the message is dissemi-

nated from ck−1 to c1, and the delay is rk−1. There-

fore, the total delay from ck to c1 in the first situation

is rk = rk−1 + t′ > rk−1. The second situation: in

the first step, the message is not disseminated to ck−1,

therefore, the system is assumed to be a rk−1 system,

where c1 > c2 > · · · > ck−2 > ck. Due to the reason

that ck−1 > ck, the activeness level for user k − 1 is

higher than that of user k. Therefore rk > rk−1 can

also be achieved in the second situation. In conclusion,

rk > rk−1, ∀ k ∈ (1, 2, 3 · · · , l).
Based on the above proof, we get the conclusion

that r1 < r2 < r3 < · · · < rl, and rl satisfies (24).

rl =
1

λl,1+λl,2+ · · ·+λl,l−1
+

l−1∑
j=1

λl,jrj

λl,1+λl,2+ · · ·+λl,l−1
.

(24)

If we exchange λl,i and λl,j , the variation of rl is

(λl,irj+λl,jri)−(λl,jrj+λl,iri) = (rj−ri)(λl,i−λl,j) > 0

Therefore, λl,1 > λl,2 > · · · > λl,l−1 is actually the

optimal priority order, and we get the conclusion that

Theorem 5 is proved.

A4 Proof of Theorem 7

Due to the reason that the total number of states

and the user’s transition frequency of the enhanced

MDMD are identical with that of the proposed MDMD,

therefore, according to the (14), we can achieve (25).

The only difference is the communication condition of

user A and B changes from D = {(k, k), ek ∈ e} to

D′ = {(k, k); ek ∈ εa}.

Eij(T
′) = Eij(ξ) +

∑
(g,k)/∈D′

P ((i, j) → (g, k))Egk(T
′)

+
∑

(g,k)∈D′

P ((i, j) → (g, k))× 0. (25)

In order to simplify symbolic representation, we

define α′ = Eij(T
′). According to (25), we achieve

(26).

4⃝ http://en.wikipedia.org/wiki/Markov property.
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α′ =
1

c1 + c2
+

∑
(g,k)/∈D′

P ((i, j) → (g, k))α′. (26)

According to the different initial states of users

A and B, there are four cases in terms of P ((i, j) →
(g, k)), which are shown as follows.

• Case 1:
∑

(g,k)∈D′
P ((i, j) → (g, k)) = 1

n−1 , when

(i, j) /∈ D′, i, j ∈ εa.

• Case 2:
∑

(g,k)∈D′
P ((i, j) → (g, k)) = c2

(n−1)(c1+c2)
,

when (i, j) /∈ D′, i ∈ εa, j ∈ εo.

• Case 3:
∑

(g,k)∈D′
P ((i, j) → (g, k)) = c1

(n−1)(c1+c2)
,

when (i, j) /∈ D′, i ∈ εo, j ∈ εa.

• Case 4:
∑

(g,k)∈D′
P ((i, j) → (g, k)) = 0, when

(i, j) /∈ D′, i j ∈ εo.

Then, in different cases, we achieve the final ex-

pressions of
∑

(g,k)/∈D′
P ((i, j)→(g, k)) as follows.

∑
(g,k)/∈D′

P ((i, j)→(g, k))=



n−2
n−1 , if in case 1.
(n−1)(c1+c2)−c2
(n−1)(c1+c2)

, if in case 2.
(n−1)(c1+c2)−c1
(n−1)(c1+c2)

, if in case 3.

1, if in case 4.

According to the different initial states of users A

and B, α′ = Eij(T
′) can be expressed as α′

aa, α
′
ao, α

′
oa,

α′
oo, respectively, which are shown as follows.

α′=Eij(T
′)=


α′
aa, if i ∈ εa, j ∈ εa, (i, j) /∈ D′.

α′
ao, if i ∈ εa, j ∈ εo, (i, j) /∈ D′.

α′
oa, if i ∈ εo, j ∈ εa, (i, j) /∈ D′.

α′
oo, if i ∈ εo, j ∈ εo, (i, j) /∈ D′.

According to the different states of (g, k), α′
aa can

be expressed as (27). Similarly, α′
ao, α

′
oa and α′

oo also

can be achieved through the transition matrixH, which

is shown in (28).

α′
aa =

1

c1+c2
+

∑
(g,k)/∈D′,(g,k)=(a,a)

P ((a, a) → (g, k))α′
aa

+

∑
(g,k)/∈D′,(g,k)=(a,o)

P ((a, a) → (g, k))α′
ao

+

∑
(g,k)/∈D′,(g,k)=(o,a)

P ((a, a) → (g, k))α′
oa

+

∑
(g,k)/∈D′,(g,k)=(o,o)

P ((a, a) → (g, k))α′
oo. (27)

H=



h(aa, aa) h(ao, aa) h(oa, aa) h(oo, aa)

h(aa, ao) h(ao, ao) h(oa, ao) h(oo, ao)

h(aa, oa) h(ao, oa) h(oa, oa) h(oo, oa)

h(aa, oo) h(ao, oo) h(oa, oo) h(oo, oo)


.

(28)

In the transition matrix H, h(aa, aa) means

P ((a, a) → (a, a)), the others are similar to h(aa, aa).

Therefore, the transition matrix H can be expressed as

(29).

H=



n−3
n−1

(n−2)c2
(n−1)(c1+c2)

(n−2)c1
(n−1)(c1+c2)

0

c2
(n−1)(c1+c2)

(n−2)c1
(n−1)(c1+c2)

0 c1
(c1+c2)

c1
(n−1)(c1+c2)

0 (n−2)c2
(n−1)(c1+c2)

c2
(c1+c2)

0 c1
(n−1)(c1+c2)

c2
(n−1)(c1+c2)

0


.

(29)

We use α1, α2, α3, α4 to express α′
aa, α

′
ao, α

′
oa,

α′
oo, respectively. Therefore, we can achieve the follow-

ing equation:

α′ = Hα′ + d1, (30)

where α′ = (α1 α2 α3 α4)
T, H has already been calcu-

lated, and d1 = [ 1
c1+c2

1
c1+c2

1
c1+c2

1
c1+c2

]T. Through

solving (30), we obtain the final equations of α1, α2,

α3, α4 as follows, respectively.

α1 =
n

c1 + c2
.

α2 =
c1 + nc2

c2(c1 + c2)
.
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α3 =
c2 + nc1

c1(c1 + c2)
.

α4 =
c21 + c22 + nc1c2
c1c2(c1 + c2)

.

Combining (25) and Strong Markov property, we

get the following equation (31).

Eij(e
−sT ′

)=Eij(e
−sξ)

∑
(g,k)/∈D′

P ((i, j) → (g, k))Egk(e
−sT ′

)+

Eij(e
−sξ)

∑
(g,k)∈D′

P ((i, j) → (g, k)). (31)

Similar to the definition of α′, the different cases

of β are shown as follows.

β=Eij(e
−sT ′

)=


βaa, if i ∈ εa, j ∈ εa, (i, j) /∈ D′.

βao, if i ∈ εa, j ∈ εo, (i, j) /∈ D′.

βoa, if i ∈ εo, j ∈ εa, (i, j) /∈ D′.

βoo, if i ∈ εo, j ∈ εo, (i, j) /∈ D′.

We use β1, β2, β3, β4 to express βaa, βao, βoa, βoo,

respectively. Therefore, we can obtain the equation of

β:

(I− ϕI)β = ϕd2, (32)

where I is identity matrix, H is identical with that

of (29), β is [β1 β2 β3 β4]
T, ϕ = c1+c2

c1+c2+s and d2 =

[ 1
n−1

c2
(n−1)(c1+c2)

c1
(n−1)(c1+c2)

0]T. And then we change

(32) into (33) to further solve β.



(n−3) c2
(c1+c2)

c1
(c1+c2)

0

(n−2)c2 (n−2)c1 0 c1

(n−2)c1 0 (n−2)c2 c2

0 c1 c2 0





β1

β2

β3

β4


=



1

c2

c1

0


.

(33)

Through solving (33), we obtain the final equations

of β1, β2, β3, β4 as follows, respectively.

β1=
(c1 + s)[nc22 + (n− 1)sc2] + (c2 + s)[nc21 + (n− 1)sc1]

[(n2−1)s2+nc1c2+ns(c1+c2)](c1+c2)+(n2−2)sc1c2+(n−1)2s3
.

β2=
[(n− 1)(c1 + s) + nc2](c1 + s)c2 + c21c2

[(n2−1)s2+nc1c2+ns(c1+c2)](c1+c2)+(n2−2)sc1c2+(n−1)2s3
.

β3=
[(n− 1)(c2 + s) + nc1](c2 + s)c1 + c22c1

[(n2−1)s2+nc1c2+ns(c1+c2)](c1+c2)+(n2−2)sc1c2+(n−1)2s3
.

β4=
c1c2(nc1 + nc2 + 2ns− 2s)

[(n2−1)s2+nc1c2+ns(c1+c2)](c1+c2)+(n2−2)sc1c2+(n−1)2s3
.

Similar to (23), we attempt to change β1, β2, β3,

β4 into the expression forms of λ1

λ1+s ,
λ2

λ2+s ,
λ3

λ3+s ,
λ4

λ4+s ,

where λ1, λ2, λ3, λ4 are the parameters of exponential

distributions in terms of different initial states. The

calculation results are shown as follows:

λ1=−
c2(c1+s)

(s−n(c1+s))
− c1(c2+s)

(s−n(c2+s))
.

λ2=−
c2s(2c1+s)−c2n(c1+s)(c1+c2+s)

(c1n−s+ns)(c1−s+c2n+ns)
.

λ3=−
c1s(2c2+s)−c1n(c2+s)(c1+c2+s)

(c2n−s+ns)(c2−s+c1n+ns)
.

λ4=
2c1c2s(n−1)+c1c2n(c1+c2)

s2(n− 1)2+(c21+c
2
2)n+s(c1+c2)(n2 − 1)+c1c2n2

.

According to the first order approximation, when

s → 0, λ1, λ2, λ3, λ4 become 1
α1

, 1
α2

, 1
α3

, 1
α4

, respec-

tively. In addition, the probability of the case that the

initial states of A and B are both in online states is
(n−1)2

n2 . Similarly, we can achieve the probabilities of

other cases. Therefore, the expectation of T ′ can be

approximate to the following result: (34). Theorem 7

is proved.

E(T ′) =
(n− 1)2

n2
α1 +

n− 1

n2
(α2 + α3) +

1

n2
α4

=
c21 + c22 + n2c1c2
nc1c2(c1 + c2)

. (34)
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